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HYBRID OPTIMIZATION APPROACH BASED ON GRAVITATIONAL ANALOGY AND
PARTICLE SWARM FOR SOLVING SINGLE VEHICLE PICKUP AND DELIVERY PROBLEM

The Pickup and delivery problem (PDP) with single vehicle (SPDP) with capacity constraints is considered. The
problem requires constructing the shortest cyclic route for delivery of homogeneous cargo (e.g. passengers) from all
the producers to specific customers with one capacitated vehicle. A heuristic procedure, based on the gravitational
analogy, for finding approximate solution is developed. A particle swarm optimization procedure is combined with
the developed heuristics. Efficiency of developed procedures is empirically analyzed and compared with each other.
Keywords: vehicle routing; optimization; metaheuristics.

The truck dispatching problem is the first example of vehicle routing problems (VRP) [1]. Many mod-
ifications of the VRP were examined since then. Information about VRP research is accumulating in [2].

In this article, we consider one of the variants of VRP is called the pickup and delivery problem with
single vehicle (SPDP). The problem requires constructing the shortest cyclic route for delivery of homoge-
neous cargo (e.g. passengers) from all the producers to specific customers with one capacitated vehicle. This
problem is classified as NP-hard. The alternative names of SPDP are Pickup-Delivery Traveling Salesman
Problem and Traveling Salesman Problem with Pickups and Deliveries [3].

SPDP without vehicle capacity constraint and cargo weights was solved with exact approach in [4].
Example with 15 nods was solved with the combination of branch-and-cuts and greed search algorithms.

Authors of [5] and [6] applied different approaches with perturbations in cycles to solve SPDP without
vehicle capacity constraint and cargo weights. Approaches were used on a group of 108 examples from
TSPLIB, including the example with 441 nods.

Algorithms, based on real world analogies, were applied to various variants VRP. In particular, light-
ning inspired search algorithm (LISA) was proposed in [7]. In [8] it was adapted for the traveling salesman
problem. Authors in [9] demonstrated the applicability of another method, called gravity-based algorithm for
the multiple traveling salesmen problem.

1. Problem definition

Assume, that P = {1,...,n} is a set of nodes of cargo pickups and D = {1 + n, ..., 2n} is a set of nodes
of cargo deliveries. For the node i from P, the amount of cargo that needs to be picked up is equal gi, while
for the node i + n from D the amount of cargo that needs to be delivered is equal to the negative amount (—).
Set of all the nodes is denoted as V = PUDU{0}, where {0} represents the depot. Distances between all pairs
of nodes (cj) are known. A vehicle with the capacity S must visit all the nodes once and deliver cargo from
the nodes i to the nodes i + n. A route must start and end in the depot. The goal of the problem is to find the
shortest possible route. The problem is NP-hard, because if we assume S = g1 = ... = gs = 1, then the problem
is the equivalent of the asymmetric traveling salesman problem with n + 1 nodes.

Minimal allowed vehicle capacity is equal to max{q;}. Clearly, no route could be made if S < max{qi}.
If S = max{qi}, there are at least n! allowed routes, for example:0—-1—-(1+n)-2—-(2+n)—...—n-2n-0.

If vehicle capacity is unlimited, then the number of the allowed routes is equal (2n)!/2n = (2n — 1)!.
Number of all permutations is equal (2n)!, and each allowed permutation leads to 2n permutations by switch-
ing placesof nodesiandi+nforalli=1,2,...,n.
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With S > max{qi} any allowed section of a route could be continued. For example, if the vehicle is
empty and there are unvisited clients, then the vehicle can move to some node i to pick up its cargo. Availa-
bility of some cargo in the vehicle, means, that some node i is visited, but the cargo is not yet delivered to the
node i + n and, as a result, the vehicle can deliver this cargo to the node i + n.

Problem formalizations are listed in [10].

2. Heuristic, based on the gravitational analogy

The proposed heuristic procedure is based on the greed algorithm in which the choice of the next des-
tination depends on both a distance between nodes and the cargo size of the corresponding node.

Values of pi, i=1,2n, denoting weights, are assigned to the vehicle and every node. These values
change during the procedure. Initially, all producer weights are positive, and all consumer weights are equal
to zero. Weights are normalized to [0, 1] range. Weight of the vehicle, po, is equal to the average weight of
the producers multiplied on previously defined coefficient R.

R N i - P
po=FZpi, p = % Piin =0, i=1n, Gy, = Maxg;, (1)
i=1 =

On every step of the procedure, the vehicle is experiencing the gravitational pull from nodes. F;i de-
notes the force of the gravitational pull from the node i to the vehicle stationed in the node j. Vehicle moves
to the node with the highest Fji. After being visited by the vehicle, the weight of producer i, will become
equal to 0 (pi = 0), while the corresponding consumer will be assigned with the previous weight pi (pi+n = pi).
After being visited by the vehicle, the weight of consumer i + n will become equal to 0 (pi+n = 0).

Gravitational pull of a producer i, if the vehicle is placed in node j, is calculated as follows:
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Gravitational pull of a consumer i + n, if the vehicle is placed in node j, is calculated as follows:

max
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After visiting all the nodes, the vehicle returns to depot.

Values of s and t are selected before the start of the procedure.

Results of the heuristic will depend on the selected values of parameters R, s and t, that are assigned
before the start of the procedure. Preliminary experiments demonstrated, that [-2, 2] is an efficient range of
values for the parameter s.

The procedure has the same weakness as all greed algorithms: the distance between the depot and the
last visited consumer could be large and this will significantly decrease the quality of the solution. To miti-
gate this potential problem, it is proposed to construct paths both from the start and from the end (forward
and reverse searches, accordingly) for the selected values of R, s and t.

The search procedure with the set values of R, s, t and search direction will take time O(n?).

The procedure allows to construct an initial path for such procedures as 2-opt, 3-opt, 4-opt, etc. [5, 6].

The adjustment of values R, s, t and search direction could be performed by a simple enumeration pro-
cedure with set discretization within the selected ranges. The adoption of metaheuristics (genetic algorithm,
particle swarm optimization is proposed, etc.) is also possible.

3. Hybrid approach

To show the efficiency of metaheuristics, compared to the enumeration approach, a variant of particle
swarm optimization was adapted.

Function f(R, s, t, d) denotes the result of the heuristic, based on the gravitational analogy. Parameter d
denotes the search direction. If d = —1 then the forward search is used. If d = 1 then the reverse search is used.
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N particles with different parameters R, s, t and d are generated. Each particle i will have its own value
fi = f(Ri, si, ti, di).
Between particles i and j the distance rjj is calculated:

2 2 2 2
G =ri = (R —R;) +(si—s))" +(t —t;)" +(di —d;)", (4)
On every step k, particle i will change its position (R;, si, ti, di). The particle with the lowest f;
will move slightly in a random direction. Other particles will move to the particle j which has
k
max (( fik —f J-k )e_yr“ ) Parameter vy is an input parameter which value is set before the procedure.
j#i, f >f]-
Coordinates of the particle i in step k + 1 after the move to the selected particle j will be calculated as
follows:
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where rand is a randomly generated number from 0 to 1.
On each step Kk, the particle with the best solution is registered. The procedure is running until the cho-
sen stopping rule is applied.

4. Computational experiments

To conduct numerical experiments, PC with Intel Core i5-4670 3.4GHz, 16Gb RAM and Windows 10
64bit was used. The hybrid procedure was realized in NetBeans IDE 8.1 (Java(TM) SE Runtime Environ-
ment 1.8.0_45-b14).

For comparative analysis of the models, standard library of symmetrical examples, TSPLIB [11], was
used.

Nodes coordinates are taken accordingly to data from an example library. Hereafter:

— for the examples with even number of nodes, the last node is removed;

— for the examples with odd number of nodes, all nodes are used,;

— first node is depot;

— the first half of remaining nodes are producers (i), and the other half are consumers (i + n).

For each of the selected examples three types of problems were considered:

Type 1. cargo weights of the first half of the producers were equal 1, cargo weights of the second half
of the producers were equal 2, i.e. gi = 1, Qi+n = -1 (i <n/2), i = 2, Gi+n = -2 (i > n/2). Vehicle capacity S was
equal to 2, 6 and 10.

Type 2: cargo weights were equal 1, 2, 3, 4 and 5 cyclically. Vehicle capacity S was equal to 5, 10, 15
and 20.

Type 3: cargo weights were equal i, i.e. i = i, gi+n = —i. Vehicle capacity S was equal 3n.

For each of the problem two methods were used: enumeration of the values R, s, t and search direction
for the heuristic based on the gravitational analogy (HBGA) and hybrid approach.

HBGA was performed two times with different discretization. First run of the enumeration (HBGA-1)
was performed looking at R from 0.01 to 20 with step 0.01, s from -2 to 2 with step 1, t from 1 to 20 with
step 1, both forward and reverse searches. Second run of the enumeration (HBGA-2) was performed looking
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at R from 0.1 to 20 with step 0.1, s from —2 to 2 with step 1, t from 1 to 20 with step 1, both forward and
reverse searches.

In all experiments with the hybrid approach (HA), 20 steps were performed (Kmax = 20). Number of
particles N was equal 10, 20, 50, 100 and 200. Parameter y was equal 1, 2 and 3. Hybrid procedure was per-
formed once for each set of values N and v.

Particles were generated as follows. Parameter R was taken equal to 0.01, 0.03, 0.09, 0.27, 0.81, 2.43,
7.29 and 21.87 cyclically. Parameter s was taken equal to -2, -1, 0, 1 and 2 cyclically. Parameter t was taken
equal to 1, 4, 7, 10, 13, 16, 19, 22 and 25 cyclically. Parameter d was taken equal to —1 and 1 cyclically.

The difference between path lengths in different approaches is shown in table 1. The length of the path
that was found by HBGA-1 for a problem was taken for 100% and other approaches were compared to it.

Table 1
Comparison of path lengths between algorithms

Exam. HA [ HA [ HA THA | HA [HA | HA THA | HA | HA | HA [ HA [ HA | HA [ HA
e |Type| S |HBGA2/N=10,N=10,N=10/N=20,N=20,IN=20, N =50, IN=50, N=50, |N=100,N=100,N =100,IN =200, N = 200,|N = 200,

P y=1|y=2|y=3|y=1|y=2|y=3| y=1 |y=2| y=3 | y=1 | y=2 | y=3 | y=1]|y=2]y=3
1 | 4] 00% [00%][-01%]1,6% |05% |-0,1%|0,0% | 0,0% |0,0% | 0,0% |—01% | 0,7% | 06% |-0,1% | -0,1% | 0,0%

6 | 12% |18%| 03% |32%|18%| 12% |0,0% | 1,3% |13%| 1,1% | 03% | 13% | 01% | 1,1% | 12% | 1.2%

10 | 02% [02%] 1,3% | 0,2% | 0,2% | 0,0% | 0,2% | -0,6% | 0,2% | 0,2% | 0,2% | 02% | 0,2% | —0,5% | —0,5% | —0,5%

oo | 2 |5 | 00% [08%] 10% [10%]08%| 0.8% [08% | 08% |03% | 0,8% | 0,0% | 08% | 00% | 00% | 00% | 00%
10 | 00% |0,0%]| 1,5% |0,1% |0,4% | 0,0% | 1,2% | 0,6% |04% | 04% | 0,1% | 0,0% | 04% | 0,1% | 03% | 03%

15| 00% [01%| 1,6% | 1,6%[0,0% | 01% |0,0% | 0,7% |00% | 0,1% | 00% | 0,1% | 0,0% | 0,0% | 0,0% | 0,0%

20 | 0,0% [20%|20% |00%[05%| 1,1% |2,0% | 05% |0,0% | 0,0% | 00% | 00% | 0,0% | 0,0% | 00% | 0,0%

3*n| 06% |09%]| 58% |06%]|33%| 06% |25%| 06% |06% | 1,3% | 0,0% | 06% | 00% | 06% | 06% | 1,0%

1| 4] 00% [01%] 04% |01% |0,0% | 0,0% |0,1% | 00% |0,1% | 0,0% | 00% | 0,0% | 0,0% | 0,0% | 0,0% | 0,0%

6 | 00% |00%]| 00% |00%|00%| 00% |0,0%]| 00% |00%| 00% | 00% | 00% | 0,0% | 0,0% | 00% | 0,0%

10 | 00% |[3,0%]| 1,4% |25% |25% | 30% |0,7% | 0,7% | 04% | 1,4% | 0,5% | 0,6% | 00% | 0,6% | 06% | 0,0%

37| 2 |5 ] 00% [02%]03% [02%]00%-01%]00%-03%0,0% | -03% | 01% [ 00% | 00% [ -03% [-03% | 03%
g 10 [ 00% [12% 0,4% |0,0% [0,0% | 04% |0,2% | 0,0% |1,2% | 0,2% | 00% | 00% | 0,0% | 0,0% | 00% | 0,0%
15 02% [02% | 03% |0,7% |-0,7%| -0,7% | 0,2% | —0,7% | 0,2% | -0,7% | 0,2% | -0,7% | —0,7% | —0,7% | —0,7% | —0,7%

20 [ 17% [1,7% 1,7% [ 3,6% | 24% | 36% |24% | 1,7% | 1,7%| 1,7% | 08% | 1,7% | 0,0% | 0,0% | 0,0% | 1,6%

3*n| 03% [29%]|21% [07%[03%| 03% [03% | 1,1% |1,1% | 03% | 0,3% | 03% | 03% | 03% | 03% | 03%

1| 4] 00% [01%]0,7% |06%|0,2%| 03% |04% | 01% |0,1% |-0,1% | 04% | 02% | 0,2% | 0,2% | 0,1% | 0,1%

6 | 00% [1,0%|01% |0,0%|0,0% | 00% |0,0% | 0,0% |00% | 00% | 00% | 00% | 0,0% | 0,0% | 00% | 0,0%

10 | 00% [1.8%| 1,8% |2,0%|25% | 08% |0,8% | 0,0% |20% | 1,0% | 09% | 00% | 0,0% | 0,1% | 0,1% | 0,0%

09| 2 | 5| 00% [08%]04% [45%]07%]| 0,0% [04%] 0,7% |06% 0,0% | 0,0% | 04% | 00% | 04% | 00% | 04%
g 10 | 00% [19%|21% |22%|15% | 15% |1,9% | 03% |14%| 15% | 1,0% | 08% | 14% | 08% | 1,1% | 0,6%
15| 00% [02%| 02% |02%[0,0% | 00% |0,0% | 0,1% |0,0% | 0,1% | 00% | 00% | 0,0% | 0,0% | 00% | 0,0%

20 | 00% [42%|41% |42% |41% | 41% |4,2% | 2,7% |00% | 3,7% | 3,7% | 26% | 37% | 3,7% | 01% | 2,7%

3*n| 00% |02%]| 1,0% [ 0,2%|0,1% | 0,9% [0,0% | 0,2% |02% | 0,0% | 0,0% | 02% | 02% | 0,0% | 0,0% | 0,0%

1 | 4] 00% [37%]|25% |25%|25% | 36% |2.2% | 24% | 14% | 00% | 20% | 14% | 24% | 1,4% | 00% | 14%

6 | 07% [32%| 13% |1,0% |29% | 34% |2,9% | -0,8% |-0,8%| 2,1% | 1,3% | -0,8% | —0,6% | —0,8% | —0,8% | —0,8%

10 | 0,0% [34%|22% |09% |22% | 26% |0,7% | 1,5% |-0,2%| 09% | 15% | 0,7% | 0,7% | -0,2% | 0,7% | —0,2%

waao0 | 2 |5 | 00% [32%]32% [32%[32%] 46% |48% | 31% |31%| 32% | 32% | 31% [ 31% | 24% | 24% | 31%
10 | 29% |74%| 7,4% | 7,0% | 64% | 64% | 6,4% | 6,3% | 64% | 31% | 56% | 49% | 51% | 3,9% | 3,1% | 62%

15| 07% [39%|51% |50%|28%| 36% |28%| 2,7% |25% | 23% | 1,6% | 1.9% | 20% | 21% | 09% | 21%

20 | 02% |61%| 64% |24% |26% | 40% |1,2% | 1,2% |24% | 24% | 14% | 1,7% | 1,7% | 1,2% | 1,7% | 09%

3n| 00% |44% | 50% |45%|44% | 48% |[41% | 49% |53% | 41% | 41% | 31% | 41% | 2,7% | 34% | 1,6%

1| 4] 09% [15%]|21% |21%|1,6% | 25% | 1,7% | 1,0% | 1,2% | 1,2% | 1,7% | 06% | 1,2% | 00% | 0,7% | 0,7%

6 | 00% [31%|31% |48%|40%| 36% |42%| 03% |19% | 28% | 25% | 28% | 09% | 0,0% | 06% | 0,1%

10 | 00% [21%| 42% | 25% | 13% | 3,8% | 0,0% | 1,6% |-1,1%| 0,8% | 0,2% | —0,7% | 0,8% | —0,7% | —0,8% | —2,0%

aser | 2 |2 | 00% [18%]07% |30%]24% 33% |14%| 11% [08%] 04% | 03% | 05% | 0.3% | 0:3% | 05% | 05%
P 10 | 00% |53%|62% |66%|13%| 32% |0,9% | 2,1% |09% | 1,3% | 3,3% | 04% | 14% | 0,/% | 04% | 0,1%
15 [ 0,0% [-04%| 1,4% |2,8% [20% | 12% |1,2% | 1,2% | 1,2% | 0,0% | 05% | 0,1% | 1,0% | 0,0% | 0,1% | 04%

20 | 00% [26%|13% |01%[01% | 01% |1,3%| 1,4% |01% | 00% | 0,1% | 00% | 0,0% | 0,0% | 00% | 0,0%

3 [3*n] 00% [30%|30% |28%]|31%| 36% |38%| 25% |02% | 2,7% | 30% | 25% | 02% | 02% | 25% | 1.8%

In most examples, HBGA-2 showed same result as HBGA-1. In 30% of examples HBGA-2 showed
result worse, than HBGA-1, up to +5% compared to the initial length.
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The quality of the solutions in hybrid approaches heavily depends on the number of particles N and
almost unaffected by y. Parameter y = 3, on average, gave slightly better results than y = 1 and y = 2, but the
difference is too small to make a conclusive statement.

For N = 10, an average solution was +2% longer than HBGA-1. For N = 50, an average solution was
+1% longer than HBGA-1. For N = 200, an average solution was +0.5% longer than HBGA-1. It is worth
noting, that, for N = 200, in 12-15% examples hybrid approach resulted with the path length shorter than the
path length of HBGA-1.

Comparison of the calculation time is shown in table 2. Since there was no significant difference be-
tween results for various values of y for HA, only y = 1 is presented in the table 2.

Table 2
Comparison of computational time between algorithms
HA, HA, HA, HA, HA,
Example Type S HBGA-1 | HBGA-2 N =10, N =20, N =50, N =100, N =200,
vy=1 y=1 y=1 y=1 y=1
1 4 21,92 2,76 0,03 0,06 0,15 0,30 0,65
6 22,29 3,07 0,03 0,07 0,16 0,33 1,20
10 23,58 3,12 0,04 0,09 0,21 0,53 0,90
rat99 2 5 21,95 2,66 0,05 0,08 0,27 0,43 0,82
10 23,44 2,96 0,03 0,06 0,17 0,45 0,78
15 23,95 2,96 0,03 0,07 0,17 0,59 0,88
20 24,27 2,93 0,04 0,12 0,29 0,58 0,81
3 3*n 23,09 2,96 0,03 0,06 0,17 0,34 0,95
1 4 41,78 5,41 0,13 0,19 0,29 0,75 1,58
6 43,11 6,43 0,06 0,16 0,39 0,76 1,42
10 44,65 6,86 0,06 0,12 0,37 0,62 1,30
ori37 2 5 40,64 5,44 0,06 0,11 0,29 0,62 1,17
10 43,33 6,14 0,06 0,12 0,30 0,64 1,24
15 44,54 6,48 0,06 0,13 0,30 0,60 1,26
20 44,19 6,24 0,06 0,14 0,30 0,61 1,25
3 3*n 43,20 6,33 0,06 0,12 0,29 0,61 1,26
1 4 117,66 17,23 0,17 0,34 0,93 1,85 3,53
6 116,77 16,93 0,16 0,32 0,81 1,73 3,34
10 116,90 15,92 0,16 0,32 0,96 1,82 3,76
0r229 2 5 108,85 15,28 0,17 0,32 0,79 1,60 3,47
10 111,82 16,35 0,17 0,31 0,85 1,69 3,81
15 117,01 15,66 0,19 0,36 0,93 1,82 3,67
20 125,66 17,39 0,18 0,34 0,85 1,78 3,77
3 3*n 125,86 16,82 0,19 0,45 0,93 1,89 3,65
1 4 367,59 51,98 0,61 1,05 2,67 6,23 13,93
6 342,25 50,72 0,70 1,16 2,95 7,12 15,43
10 380,01 51,32 0,50 1,04 2,87 5,77 10,47
14400 2 5 395,55 51,90 0,45 0,96 2,73 5,35 10,54
10 343,70 45,34 0,47 1,08 2,56 5,08 14,50
15 351,94 44,01 0,56 1,29 2,80 7,79 12,97
20 352,15 67,50 0,43 0,84 2,12 4,37 12,49
3 3*n 348,30 63,12 0,54 1,28 3,02 6,23 11,41
1 4 735,16 87,14 1,17 2,24 7,26 12,99 27,03
6 742,46 96,85 1,19 2,25 6,08 12,79 25,13
10 753,99 97,82 1,19 2,70 7,13 13,47 27,73
pa561 2 5 790,23 97,92 1,09 2,54 6,18 14,63 32,16
10 766,68 96,35 1,20 2,39 7,04 14,77 30,12
15 719,73 115,84 1,21 2,88 8,38 13,55 30,92
20 810,83 103,39 1,23 2,58 6,67 14,92 26,39
3 3*n 729,35 112,16 1,34 2,51 6,21 12,57 25,13
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Computational time of the hybrid approach changes linearly, depending on the number of particles N,
and quadratically, depending on the number of nodes n. With the highest number of particles, N = 200, com-
putational time of HA was 3—4 times lower than the computational time of HBGA-2 and 20-30 times lower
than the computational time of HBGA-1.

Conclusion

The hybrid heuristic approach combining particle swarm optimization and the heuristic, based on the
gravitational analogy, for the single vehicle pickup and delivery problem is proposed. The particle swarm
optimization is used to estimate optimal parameters for the greed search, based on gravitational analogy. The
proposed variant of greed search uses both distances and cargo weights to choose the next destination node.

A series of computational experiments was conducted to evaluate properties of the proposed proce-
dure. Computational experiments showed that the hybrid approach is significantly faster than enumeration
approach. Both the quality of the solution obtained by the hybrid approach and the computational time re-
quired for the approach depend solely on the number of particles used. The proposed approach gives shorter
route lengths, than the approach of enumeration of parameters with low discretization, and is faster to per-
form. The enumeration of parameters with high discretization gives shorter paths in most cases, but the overall
difference is not high enough to justify the performance costs, compared to the proposed hybrid approach.

The proposed hybrid approach could be used to find an initial solution for other algorithms (e.g., various
variants of k-opt).

Source code for the proposed approach is available in [12].
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Tuuaymwian P.B. TUBPUJIHBINA AJITOPUTM ONTUMMU3ALIMY, OCHOBAHHBIN HA TPABUTALIMOHHOM AHAJIOTHU U
AJI'OPUTME PO YACTULL, AJIA PEINEHUA 3AJJAYM O 3ABOPE U JOCTABKE I'PY3A OJJHUM TPAHCIIOPTHBIM
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2019. Ne 52. C. 52-58

PaccmoTpeHa 3a7ada 0 3a00pe W JOCTaBKe rpy3a oJHUM TpaHcmopTHeIM cpeactBoM (The Pickup and delivery problem with
single vehicle, SPDP) orpanuuenHo# BMecTUMOCTH. TIpeasioxkeHa IBPHCTHKA, OCHOBaHHAsI HA IPaBUTALIMOHHOW aHanoruu. JlaHHas
IBPHUCTHKA SBISETCS PaCHIMPEHHUEM KaJTHOTO TOHCKA, B HEHl BHIOODP CIEMYIOIIEro IMyHKTa 3aBHCHT OT PACCTOSHHSA U Beca IPy30B.
JlnvHa HaliIeHHOTO ITyTH 3aBHCHUT OT 3apaHee BEIOpaHHBIX mapameTpoB R, S u t. [IpenBapuTensHble SKCHEPUMEHTHI OKA3allH, YTO
JUIS IapaMeTpa S IOCTATOYHO PAcCMATPUBATh LieJble 3HAUeHHs Mexay —2 u 2. IIpouenypa o6iaanaeT HeOCTATKOM, PUCYIIMM BCEM
JKaIHBIM aJTOPUTMaM: PACCTOSHHE MEKAY JeT0 U MTOCIIETHUM ITOCEIIEHHBIM ITyHKTOM MOYKET OKa3aThCsl 3HAYUTEIbHBIM, YTO IPHBE-
JeT K yXyALIEHWIO KadecTBa perieHus. J[ns crioaxuBaHUS JaHHON MpoOIeMBbI MPEUIOKEH BapHaHT MPOIETypHI, B KOTOPOH ITyTh
CTPOUTCS C KOHIA IIPH 3aJaHHbIX R, S 1 t (mpsiMoli 1 oOpatHbI nouckn). [Iponenypa norcka npy 3aJaHHBIX apaMeTpax 3aHHMaeT
Bpems O(n?).

Pazpabortan ruOpuIHBII TOAX0, KOTOPBIH 00BEIMHAET METO POSl YaCTHIl C IPEATIOKEeHHOH 3BpucTukoid. Ha mepBoM mare re-
Hepupyercst N yacTull ¢ pa3inyHbIME 3HaUeHUsIME TapameTpoB R, S, t and d (o6o3nauaer HanpasneHue noucka). Ha kaxmom mocie-
JYIOIIEM IIare OHU M3MEHSIOT 3Ha4EHHs [TapaMeTpoB B 3aBUCUMOCTH OT JUIMH ITyTeH, KOTOPBIE MOIyJaroTCsl IPH MPUMEHEHUH 3HA-
YEeHHH IMapaMeTpOB YacTHUIIEI U €€ coceleil K 9BPUCTHKE, OCHOBAaHHOW Ha IpaBUTAIlMOHHOI aHanoruu. IIpomemypa mpojoimkaercs,
MOKa He OyZeT BBHIIIOJIHEHO NPABUIIO OCTAaHOBA.

Pe3ynbTaThl BEIYMCINTENEHBIX SKCIIEPUMEHTOB MOKA3aJIH, YTO Ka4eCTBO PELICHHH, MMOTy4aeMbIX TMOPHUAHBIM MOAXOIO0M, 3aBH-
cut ot komudectBa dactur N. IIpu N = 200 cpengnss anuHa myTn okasanack Ha +0,5% IMHHEe IMyTH, OIy4aeMoro mepedopom
3HAQUCHUH MapaMeTpoB 3BPUCTHKH, OCHOBAHHOM Ha TPaBUTAIMOHHON aHamoruu. B 12-15% npumepoB ruOpuIHBIN mMOIX0H Aail
MEHBIIYIO JUIMHY IIyTH, YeM JUIMHA IYTH, [ToydaeMas epeOopoM 3HaYeHHUH ITapaMeTpOB IBPHCTHKY, OCHOBAHHOW Ha IPaBUTAIOH-
HOU aHAJIOTUH.

[pu Haubombmem komauyectse yacTuil, N = 200, 3aTpaThl BpeMeHU THOPUIHOTO MOAX0Aa HIKE 10 30 pa3 B CpaBHEHUH C Tiepe-
00pOM 3HAaYEeHUI TapaMeTPOB IBPUCTHUKH, OCHOBAHHON Ha TPaBUTAIMOHHON aHAJIOTHH.
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