First theoretical global line lists of ethylene ($^{12}$C$_2$H$_4$) spectra for the temperature range 50–700 K in the far-infrared for quantification of absorption and emission in planetary atmospheres
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ABSTRACT

We present the construction of complete and comprehensive ethylene line lists for the temperatures 50–700 K based on accurate ab initio potential and dipole moment surfaces and extensive first-principle calculations. Three lists spanning the [0–6400] cm$^{-1}$ infrared region were built at $T = 80$, 160, and 296 K, and two lists in the range [0–5200] cm$^{-1}$ were built at 500 and 700 K. For each of these five temperatures, we considered possible convergence problems to ensure reliable opacity calculations. Our final list at 700 K was computed up to $J = 71$ and contains almost 60 million lines for intensities $I > 5 \times 10^{-27}$ cm$/molecule$. Comparisons with experimental spectra carried out in this study showed that for the most active infrared bands, the accuracy of band centers in our theoretical lists is better on average than 0.3 cm$^{-1}$, and the integrated absorbance errors in the intervals relevant for spectral analyses are about 1–3%. These lists can be applied to simulations of absorption and emission spectra, radiative and non-LTE processes, and opacity calculations for planetary and astrophysical applications.
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1. Introduction

Molecular species in the atmospheres of various astrophysical objects such as giant planets are primarily hydrogen and hydrocarbons. Of all hydrocarbons, ethylene ($^{12}$C$_2$H$_4$), which is the simplest alkene, is highly important in various domains of science. In the Earth’s atmosphere, it is known as a pollutant produced by forest fires (Rinsland et al. 2009; Goode et al. 1999), volcanic emissions, and also by road traffic and plants (Abeles et al. 1992) that affect the ozone concentration. Together with other simple hydrocarbons such as methane, acetylene, or ethane (see, e.g., Nixon et al. 2007; Sada et al. 1998, 2005; Maltagliati et al. 2015 and references therein), ethylene is very interesting for various planetological and astrophysical applications. These hydrocarbons dominate the opacity of some brown dwarfs and asymptotic giant branch (AGB) stars and are considered to be standard building blocks for carbon-rich atmospheres of many exoplanets (Hu & Seager 2014). The upper atmosphere of an exoplanet can be efficiently probed by transit techniques and transmission spectroscopy (Swain et al. 2010), which are excellent diagnostic tools for understanding physical chemistry under elevated temperature conditions (Tinetti et al. 2013).

Ethylene was detected in Jupiter’s atmosphere, where methane is photolyzed by solar radiation to yield C$_2$ hydrocarbons. Measurements of individual emission spectral lines on Jupiter were reported in Kostik et al. (1989) and further used to determine the molecular abundances. More recently, emission ethylene spectra have been measured in the poles and equator of Jupiter by Romani et al. (2008), making this molecule the ideal candidate for studying the auroral process in the stratosphere. It has been also detected on Jupiter and Saturn in non-auroral regions (Bézard et al. 2001). The analysis of the mass and distributions of C$_2$H$_4$ on the Jupiter-orbiting comet S/1 was presented in Griffith et al. (1997), and the investigation of the photochemistry on some hydrocarbons from the Infrared Space Observatory (ISO) observations was reported by Moses et al. (2000). Again in Saturn, ethylene has recently been detected in the hot temperature beacon (Hesman et al. 2012) region using the Composite Infrared Spectrometer (CIRS) with strong thermal emission at 10.5 µm. Various studies of ethylene and other hydrocarbons on Neptune, mini-Neptunes, and Titan were also reported (Schulz et al. 1999; Hu & Seager 2014; Vinatier et al. 2010; Coustenis et al. 1991, 1989, 2007; Coustenis & Bézard 1995; Vinatier et al. 2007; Yang et al. 2012; Canosa et al. 2007; Roe et al. 2004; Wang et al. 2009). In particular, C$_2$H$_4$ is the only molecular species on Titan whose mixing ratio decreases with height at latitudes below 46°N (Vinatier et al. 2010). It also
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plex above 2000 cm$^{-1}$ because of resonance interactions and
very dense rotational patterns that are due to the twelve vibra-
tional modes. Despite a considerable number of studies (see Sect. 2 for a non-exhaustive list of references), laboratory data
analyses in several spectral intervals are incomplete. Most of them only concern line positions, whereas intensity measure-
ments and calculations remain quite sparse. A significant num-
ber of hot-band transitions contribute to the ethylene opacity
even at room temperature because the torsion modes lie be-
low 1000 cm$^{-1}$. Because of difficulties in analyses of congested
laboratory infrared spectra, the ethylene line-by-line informa-
tion in available spectroscopic databases (Rothman et al. 2013; 
Jacquinet-Husson et al. 2011), essentially composed of cold-
band transitions from the ground state, is far from being com-
plete for accurate opacity calculations. No high-temperature lab-
oratory intensity data are available.

This work aims at providing first exhaustive theoretical line
lists of ethylene for planetology and astrophysical application in
the range 50 K–700 K in the far-infrared covering all fundamen-
tal and overtone combinations and hot bands up to 5200 cm$^{-1}$.
The paper is structured as follows. Section 2 briefly overviews
available line-by-line laboratory analyses. The methods for ac-
curate first-principle global spectra calculations and ab initio based line lists of this work are described in Sect. 3. Section 4 is
devoted to comparing our results with empirical HITRAN
room-T database (Rothman et al. 2013) and PNNL experimen-
tal spectral records (Johnson et al. 2004). We also discuss the
completeness problems in available lists. Our calculations agree
very well with experiments for ranges in which data exist, but
represent a very significant extension in terms of the number
of transitions and the spectral coverage. Temperature effects on
spectra are discussed in Sect. 5. An additional extension up to
6400 cm$^{-1}$ is considered in Sect. 6, and in Sect. 7 we discuss opacity convergence and spectral quasi-continuum problems at
various temperatures.

2. Current state of analyses of ethylene
experimental laboratory spectra

The analysis and modeling of the infrared ethylene spectra is
much less advanced than for four- and five-atomic hydrocarbon
molecules, C$_2$H$_2$ and CH$_4$, that have higher symmetry. As a con-
sequence of the D$_3h$ symmetry of C$_2$H$_4$, the ro-vibrational levels
do not show strict degeneracies; the twelve vibrational modes of ethylene make the infrared spectrum very dense and com-
plex, with typical asymmetric top molecules $J$, $K_a$, $K_c$ structures.
The fundamental vibrational modes cover a quite wide spec-
tral range, from torsion (∼800 cm$^{-1}$) to stretching (∼3000 cm$^{-1}$)

bands, with no simple relations between corresponding frequen-
cies. In contrast to the methane molecule, ethylene vibrations do
not show a clear polyad structure, except for the relatively nar-
row 10 µm region (see, e.g., Fig. 1, which is explained the next
section). Dense vibrational sequences composed of fundamen-
tals, overtones, and combination bands cause many accidental
resonances, which results in vast perturbations in ro-vibrational
spectra and in intensity-borrowing effects among strong and
weaker transitions.

The most extensive empirical model for the ethylene vibra-
tional levels to date has been considered by Georges et al. (1999)
based on the information from previous high-resolution studies
(Lambert et al. 1982; Sartakov et al. 1997; Rusinek et al. 1998; 
Bach et al. 1999; Oomens et al. 1996, 1994a,b). In the entire
data set, spectral analyses remain quite sparse: of the 200 vi-
brational bands up to 4000 cm$^{-1}$, only 16 were completely or
partially modeled. Many line-by-line analyses have focused on
the 10 µm region using spectroscopic empirical models (Blass
et al. 2001; Rotger et al. 2008; Vander Auwera et al. 2014; Tan 
et al. 2000; Ulenikov et al. 2013); Alkadrou et al. (2016), either
for each band individually or simultaneously for the so-called
tetrad $v_1/v_2/v_7/v_{12}$. Analyses of high-resolution Fourier trans-
sform spectra in the 4.3–5.6 µm region were reported by Lafferty
et al. (2011), Ben Hassen et al. (2012). This included the six vi-
brational bands $v_7 + v_9/v_4 + v_5/v_6 + v_{10}/v_2 + v_{13}/v_{14}$. A quite crude model in the ($v_9/v_{11}$) dyad approximation was
employed to analyze high-resolution spectra in the 3 µm region
(Lorono et al. 2010). Corresponding effective spectroscopic pa-
rameters and the rovibrational eigenfunctions had to compensate
for contributions of many other missing bands. An accurate
and proper modeling of line intensities that are affected by the
model truncations proved to be a very difficult task. To describe
line positions in this region, a larger set of 32 vibrational com-
bination states coupled with $v_9/v_{11}$ through cubic anharmonic-
ity and Coriolis interaction was considered in Sartakov et al.
(1997). This led to an empirical determination of additional cen-
ters. In addition, molecular jet double-resonance spectroscopy in
the 3 µm region permitted a preliminary study of line posi-
tions in $v_7 + v_9 - v_7$, $v_7 + v_{11} - v_7$ and $v_{10} + v_{11} - v_{10}$
hot-band systems (Oomens et al. 1994a,b; Dam et al. 1990). A high-
resolution study of the $v_5 + v_{12}$ band near 2.2 µm was reported in 
Ulenikov et al. (2010). A preliminary analysis of line posi-
tions the 1.6 µm region was carried out using a very crude effec-
tive model, including only the $v_5 + v_6/v_5 + v_1$ system (Lorono 
et al. 2010). A series of papers was devoted to the study of ethy-
lene isotopologs (see De Vleeschouwer et al. 1982; Flaud et al.
2011, 2010; Tan et al. 2015b,a; Ulenikov et al. 2015; Gabona 
et al. 2014; Gabona & Tan 2014a,b; Tan & Gabona 2012,
and references therein). Most available analyses of ethylene labora-
tory spectra only consider line positions. Integrated band intensi-

ties from low-resolution spectra have been measured by Lebron
&Tan (2012). Few works in the literature were devoted to ab-
solute intensity measurements in rotationally resolved spectra
(Blass et al. 2001; Rotger et al. 2008; Vander Auwera et al. 2014;
Lafferty et al. 2011; Ben Hassen et al. 2012); Alkadrou et al. 
(2016) but ethylene line-by-line intensity data above 3 µm range are
essentially missing.

3. Theory and computational methods

The aim of this work is to fill the gaps in ethylene laboratory
data by constructing comprehensive theoretical line lists in the
far-infrared from molecular potential energy surface (PES) and
dipole moment surfaces (DMS) that are sufficiently complete
reported in Rey et al. (2013a,b, 2014a,b, 2015a,b). Recently, high-temperature theoretical list lines for astrophysical applications have been constructed for methane in Warmbier et al. (2009), Tennyson et al. (2013), Yurchenko & Tennyson (2014), Rey et al. (2014b).

The first fourth-order ab initio force-field calculations of ethylene were performed by Martin et al. (1995). A series of theoretical studies based on a modified Martin PES were reported by Avila & Carrington Jr. (2011) and by Carter et al. (2012b,a), who also published qualitatively correct ab initio intensity predictions for fundamental and lower combination bands. In our previous works, we reported further improvement of ab initio calculations that resulted in more accurate PES (Delahaye et al. 2014) and DMS (Delahaye et al. 2015). Global calculations of rotationally resolved spectra involving hot bands for six-atomic systems such as ethylene remain a challenging problem mainly because convergence issues as the CPU and memory requirements increase very rapidly with the number of atoms. To our knowledge, no full-dimensional line lists of ethylene have been published before this work.

### 3.1. Global variational calculations of ethylene vibration-rotation level and transition intensities

To construct ethylene line-by-line lists accounting for all transitions that might contribute to the absorption or emission at a given temperature, we used full quantum-mechanical calculations. The infrared intensities \( S_{ij} \) of ro-vibrational transitions \( \nu_{ij} \) for a given temperature \( T \) are defined as

\[
S_{ij} = \frac{8\pi^2}{3\hbar c Q(T)} g_C \nu_{ij} e^{-\frac{E_{ij}}{kT}} (1 - e^{-\frac{\nu_{ij}}{kT}}) \mathcal{R}_{ij}
\]

in standard spectroscopic units \( \text{cm}^{-1}/(\text{molecule cm}^{-2}) \) (further denoted for simplicity as \( \text{cm/molecule} \)), where \( c_2 = \hbar c/k \) with \( k \) the Boltzmann constant, \( g_C \) and \( E_i \) are the nuclear spin statistical weight and the energy of the lower state. \( Q(T) \) is the partition function.

The line strength of a dipole-allowed rovibrational transition \( f \leftarrow i \) is defined as

\[
\mathcal{R}_{ij} = \sum_{MM'} |\langle i | \mu | f \rangle|^2,
\]

where the summation is over all magnetic sublevels of both initial and final states. The dipole moment components \( \mu_x, \mu_y, \mu_z \) of \( \mu \) are given in the laboratory-fixed frame (LFF) and \( | \mathcal{O} |, | \mathcal{F} | \) are eigenfunctions of the Hamiltonian. Owing to the isotropy of space (in the absence of an electric field), each space-fixed component contributes equally to the line strength. Accordingly, we write \( \mathcal{R}_{ij} = 3 \mathcal{R}_{ij} \). The ab initio dipole moment is computed in the molecular-fixed frame (MFF), whose components \( \mu_\beta (\beta = x, y, z) \) are related to those of the LFF under the rotation \( R \) defining the direction cosines \( \lambda_{\beta i} \), as \( \mu_z = \sum \lambda_{2i} \mu_\beta \). Finally, we can write

\[
\mathcal{R}_{ij} = 3 \sum_{MM'} \left| \langle \Psi_{M', \sigma'} | \mathcal{O} | \Psi_M \rangle \right|^2 \sum_{\beta} \lambda_{2i} \mu_\beta \lambda_{2j} \mu_\beta \langle \Psi_{M', \sigma'} | (\Psi_{M, \sigma}^{|\mathcal{C}^j|}) \rangle^2.
\]

In short notations, \( | \Psi_i \rangle \equiv | \mathcal{O} \rangle, \quad | \Psi_f \rangle \equiv | \mathcal{F} \rangle \) are the Hamiltonian eigenfunctions for the initial and final ro-vibrational states, characterized by the total angular momentum \( (J', J) \) and symmetry blocks \( (C', C) \). Thus computation of \( \mathcal{R}_{ij} \) consists of evaluating the vibrational matrix elements \( \langle \nu_{ij}' | \nu_{ij} | \mu_\beta | \nu_{ij} | e_1, e_2, \cdots \rangle \) and of

![Fig. 1. Reduced energy levels \( E_{ij} = E^{ij'} \) for ethylene for the 155 000 variationally predicted vibration-rotation levels (upper panel) and for the 10 600 observed levels (lower panel). \( E^{ij'} \) are the rigid rotor energy levels taken as \( 0.9J(J+1) + 4.05K_i^2 \).](image)
Table 1. Fundamental vibrational band centers of $^{12}$C$_2$H$_4$ from the initial and refined (this work, TW) DNRST PES.

<table>
<thead>
<tr>
<th>Band</th>
<th>Initial PES (Delahaye et al. 2014)</th>
<th>Refined PES (TW)</th>
<th>Obs. (Georges et al. 1999)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1(A_2)$</td>
<td>3018.99</td>
<td>3021.91</td>
<td>3021.85</td>
</tr>
<tr>
<td>$v_2(A_2)$</td>
<td>1624.43</td>
<td>1626.43</td>
<td>1626.17</td>
</tr>
<tr>
<td>$v_3(A_2)$</td>
<td>1342.46</td>
<td>1343.28</td>
<td>1343.31</td>
</tr>
<tr>
<td>$v_4(A_2)$</td>
<td>1024.94</td>
<td>1025.61</td>
<td>1025.58</td>
</tr>
<tr>
<td>$v_5(B_{2g})$</td>
<td>3079.86</td>
<td>3082.51</td>
<td>3082.36</td>
</tr>
<tr>
<td>$v_6(B_{2g})$</td>
<td>1224.26</td>
<td>1225.46</td>
<td>1225.41</td>
</tr>
<tr>
<td>$v_7(B_{2g})$</td>
<td>949.51</td>
<td>948.78</td>
<td>948.77</td>
</tr>
<tr>
<td>$v_8(B_{1g})$</td>
<td>934.29</td>
<td>939.83</td>
<td>939.86</td>
</tr>
<tr>
<td>$v_9(B_{1u})$</td>
<td>3101.69</td>
<td>3105.00</td>
<td>3104.87</td>
</tr>
<tr>
<td>$v_{10}(B_{1u})$</td>
<td>822.42</td>
<td>825.84</td>
<td>825.92</td>
</tr>
<tr>
<td>$v_{11}(B_{1u})$</td>
<td>2985.38</td>
<td>2988.37</td>
<td>2988.63</td>
</tr>
<tr>
<td>$v_{12}(B_{1u})$</td>
<td>1441.11</td>
<td>1442.54</td>
<td>1442.44</td>
</tr>
</tbody>
</table>

Notes. All values are given in cm$^{-1}$.

The rotational factors $\langle J', K', M' | \lambda_{Z2} | J, K, M \rangle$. The first are computed in a quite straightforward manner, while for the second, it is computationally advantageous to consider spherical tensors (Bunker & Jensen 1998).

The temperature $T$ is involved as a macroscopic parameter affecting the population of the vibrational and rotational states through the Boltzmann factor. A modeling of absorption or emission spectra at a given temperature will require at least four quantities: the line positions ($v_i$), the line intensities ($S_{ij}$), the lower state energies ($E_i$), and the partition function ($Q(T)$). To this end, three main theoretical ingredients are necessary:

(i) A full 12D intra-molecular PES in a wide range of vibrational displacements to compute the wavefunctions $\Psi$'s and to predict ro-vibrational energy levels $E_i$ and line positions $v_i$. The accuracy of the quantities $E_i$, $v$, $Q$ and $\Psi$ in Eq. (1) depends explicitly on the quality of the PES. In this work, we used our previous ab initio potential (hereafter referred to as DNRST PES, Delahaye et al. 2014) as a starting surface. To further improve the accuracy of the ab initio PES, we slightly refined the quadratic force constants $F_{ij}$ directly related to the harmonic oscillator frequencies to better match the experimental fundamental band centers. Some details of this procedure and the values of optimized force constants are given in the Appendix. Fundamental band centers obtained with this empirically optimized PES are given in Table 1 with the rms (obs.-calc.) deviation of \~0.3 cm$^{-1}$.

(ii) DMS components $\mu_{ij}$ defined in a wide range of nuclear configurations ($R_1, R_2, \cdots, R_7$) are necessary to calculate transition probabilities between upper and lower vibration-rotation states. The accuracy of line strength calculations will depend on both the PES and DMS through the functions $\Psi$ and the dipole moment components. In this work we employ our recent ab initio DNRST DMS (Delahaye et al. 2015). This DMS has permitted an improvement of the accuracy of line intensity predictions in the fundamental ethylene bands by an order of magnitude with respect to previous ab initio calculations (Carter et al. 2012b,a). The accuracy of the line intensities for the fundamental bands is \~1–6%.

(iii) Efficient computational methods for quantum mechanical motions to achieve a good numerical convergence of calculations in a large basis set with a full account of molecular symmetry properties. In contrast to effective empirical spectroscopic models that deal with finite-dimensional matrices, variational calculations face the well-known problem of the basis set convergence. This problem becomes extremely challenging when the number of atoms is increased, particularly for high values of the total angular momentum $J$ that are necessary for high-temperature predictions.

The ethylene molecule possesses 12 vibrational and 3 rotational degrees of freedom for the nuclear motion. This is by 3 degrees of freedom larger than in a five-atomic system (such as in methane, the largest molecule for which full high-$T$ rotationally resolved spectra predictions have been published to date; Rey et al. 2014b; Yurchenko & Tennyson 2014). To give an idea of the challenge, we can estimate that each additional vibrational degree of freedom would increase the matrix dimensions in brute force computations by roughly one order of magnitude.

In this work, we applied vibrational normal modes and an Eckart frame representation (Watson 1968) for the nuclear motion, a basis set of wavefunctions and dipole moment expansion, the formalism of which is described in Rey et al. (2010, 2012). To minimize the cost of computations and loss of precision in full-dimensional variational calculations, we implemented truncation-compression techniques as described in our previous works for methane isotopologs and ethylene (see Rey et al. 2013a,b, 2014a; Delahaye et al. 2014). The validity and the accuracy studies of our ab initio surfaces and convergence tests for energy levels, eigenfunctions, and intensities have been determined and reported in previous studies (Rey et al. 2015b), also using independent computational methods and program implementations by Nikitin et al. (2012) and Tyuterev et al. (2013a). In this work, the Hamiltonian model is that of Delahaye et al. (2014), while the vibrational and ro-vibrational basis sets were slightly enlarged to allow a better convergence, as outlined in the Appendix.

A global set of vibration-rotation energy levels $E_{\nu J}$ was computed here up to rotational quantum numbers $J \leq 71$ to ensure the completeness of our line lists for $T = 700$ K and below. The additional difficulty was that the necessary $\Delta_{600} = 71$ cutoff is much higher than in all available methane calculations because the ethylene molecule is heavier. In Fig. 1, we plot only a small part ($J < 35$) of our variationally predicted reduced energy levels $E_{\nu J} - E^{\nu J}$ and compare them to those assigned from analysis (Blass et al. 2001; Rotger et al. 2008; Vander Auwera et al. 2014; Ulenikov et al. 2013; Lafferty et al. 2011; Ben Hassen et al. 2012); Alkadrou et al. (2016). To match the scale of the figure, all levels were shifted by the values of the rigid rotor energy levels $E^{\nu J}$. The first conclusion is that variational calculations bring ~93% more information than available analyses in the range 0–4000 cm$^{-1}$. The expected effect of the missing transitions on the opacity calculation in some spectral regions could be significant, especially for modeling hot spectra that involve high $J$ values. The other information in this figure is the complex eigenvector redistribution as $J$ and $E$ increase. Each color in the upper panel represents a mixing coefficient ($c_{ij}^2$) of the wavefunction decomposition $\Psi_J = c_{1}^2 \phi_1 + c_{2}^2 \phi_2 + \cdots$, such that $\sum_i (c_{ij}^2) = 1$. This means that effective spectroscopic polyad models usually employed in empirical analyses show their limits. Polyps of closely lying ro-vibrational states that are clearly separated from other groups are no more clearly defined above 1500 cm$^{-1}$ and for $J > 20$.

Overlapping vibration-rotation patterns as shown in Fig. 1 generally lead to numerous perturbations in spectra and very many poorly defined parameters in empirical models that are
commonly applied for laboratory spectrum analyses. A determination of resonance coupling parameters from experimental levels is known to be a mathematically ill-defined problem (see Perevalov et al. 1984, 1985). Extrapolation capabilities of effective spectroscopic models critically depend on the range of available data included in the fit, limited information for inactive bands, dark state perturbations, and various ambiguity problems. This could result in an unreliable description of resonance intensity transfers between strong and weaker bands. For example, the 3 µm region has been recently modeled with only two interacting vibrational bands, namely ν1/ν3, while 25 vibrational bands fall in the region 2900–3200 cm⁻¹. As a direct consequence, Hamiltonian parameters of the ν1/ν3 dyad may not allow a proper modeling of the observed data, and some dipole moment parameters are generally overestimated to compensate for the missing band contributions. For this reason, an extrapolation of the synthetic spectrum obtained from cold or room temperature empirical data analyses to different temperature conditions could fail.

3.2. Temperature dependence of the partition function

Temperature-dependent modeling of gaseous atmospheres also requires knowledge of the molecular partition function (PF) \( Q(T) \) involved in Eq. (1). The total internal partition function (PF) of a molecule can be expressed as a direct sum of Boltzmann factors at a given temperature:

\[
Q_{\text{dir}}(T) = \sum (2J + 1)q_c \exp(-c_2E_{jj}/T).
\]

This requires calculating all energy levels \( E_{jj} \) up to a maximum value \( E_{\text{max}} \) for which \( Q(T) \) converges. Because of the large number of terms in the direct sum, spectroscopic effective models for polyatomic molecules are not appropriate for the PF evaluation in a consistent manner as many computed energy levels are missing (see Fig. 1, lower panel, for example). A useful approximation is often used in the literature that consists of evaluating the PF by the direct product \( Q_{\text{prod}}(T) \approx Q_{\text{vib}}Q_{\text{rot}} \), by ignoring vibration-rotation interactions. We list in Table 2 the PF from the direct sum and from the direct product approximation and compare it to the values available in the literature. For this work, \( Q_{\text{vib}} \) was calculated from the variational energies obtained with the \( F(11) \) basis and \( Q_{\text{rot}} \) from the rotational energies for \( J \leq 71 \) obtained with the ro-vibrational basis sets \( F(5) \) and \( F(6) \) (see Appendix).

Figure 2 displays our variationally predicted rotational PF as a function of \( J \). We see that with \( J_{\text{max}} = 71 \) the \( Q_{\text{rot}} \) fully converges for the temperatures considered in this work (orange circles in Fig. 2 for \( T \leq 700 \) K). Extensive calculations, both in vibration and rotation, are necessary to consider higher temperatures. A rough estimate suggests that the values \( J_{\text{max}} \approx 80–85 \)

<table>
<thead>
<tr>
<th>( T(K) )</th>
<th>Refs.</th>
<th>( Q_{\text{vib}} )</th>
<th>( Q_{\text{rot}} )</th>
<th>Direct product</th>
<th>Direct sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>TW(^a)</td>
<td>1</td>
<td>1471.7</td>
<td>1471.7</td>
<td>1471.7</td>
</tr>
<tr>
<td></td>
<td>Blass et al. (2001)</td>
<td>1</td>
<td>1467.9</td>
<td>1467.9</td>
<td>1474.2</td>
</tr>
<tr>
<td></td>
<td>HITRAN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>TW(^a)</td>
<td>1.0011</td>
<td>4154.0</td>
<td>4158.6</td>
<td>4158.8</td>
</tr>
<tr>
<td></td>
<td>Blass et al. (2001)</td>
<td>1.0099</td>
<td>4143.4</td>
<td>4147.1</td>
<td>4169.4</td>
</tr>
<tr>
<td></td>
<td>HITRAN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D(_{2h})TDS, Rotger (2016)</td>
<td></td>
<td></td>
<td>10447.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Carter et al. (2012b)</td>
<td></td>
<td></td>
<td>10997.8</td>
<td></td>
</tr>
<tr>
<td>296</td>
<td>TW(^a)</td>
<td>1.0521</td>
<td>10448.4</td>
<td>10992.8</td>
<td>10997.8</td>
</tr>
<tr>
<td></td>
<td>Blass et al. (2001)</td>
<td>1.0469</td>
<td>10421.4</td>
<td>10910.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HITRAN</td>
<td></td>
<td></td>
<td>11041.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D(_{2h})TDS, Rotger (2016)</td>
<td></td>
<td></td>
<td>10979.2 ((J \leq 40))</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>TW(^a)</td>
<td>1.4396</td>
<td>22951.3</td>
<td>33117.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HITRAN</td>
<td></td>
<td></td>
<td>33270.3</td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>TW(^a)</td>
<td>2.4274</td>
<td>38048.0</td>
<td>92702.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HITRAN</td>
<td></td>
<td></td>
<td>93244.0</td>
<td></td>
</tr>
</tbody>
</table>

Notes. \(^{\text{a}}\) TW = this work.

![Fig. 2. Convergence of the rotational partition function \( Q_{\text{rot}} \) as a function of the total angular momentum \( J \) for ethylene.](image-url)
and $=120−130$ will be required to compute hot spectrum predictions at 1000 K and 1500 K, respectively.

Our $Q_{\text{tot}}$(296 K) calculation agrees very well with the recent work obtained with the D$_{29}$TDS software (Rotger 2016). Carter et al. (2012b) reported a value of $Q$(296 K) = 10 979.2 computed up to $J = 40$ using variational calculations, our direct method gives a very similar result, $Q_{\text{dir}}$ ($J \leq 40$) = 10 989.5. We also note that the HITRAN values are slightly overestimated compared to ours, for instance, by about $-0.4\%$ at 296 K. This could be explained by an overestimation of $Q_{\text{obs}}$, which was treated in HITRAN as an infinite sum of harmonic oscillators including artificial bound-state vibrational levels above the dissociation limit.

4. Ethylene line lists: completeness problem for empirical databases

At a given temperature $T$, the number of transitions included in our variationally computed theoretical lists is essentially governed by three cutoff parameters: the lowest line intensity ($I_{\text{min}}$), the highest energy of the low-state levels ($E_{\text{low}}$), and the highest value of the rotational quantum number $J$. Each line list cutoff was chosen in a way that the global opacity of ethylene in the considered spectral range converges. The corresponding statistics are discussed in the last section of the paper. Ethylene spectral data in the far-infrared are included in several empirical databases such as HITRAN, GEISA, and EcaSDa (Rothman et al. 2013; Jacquier-Husson et al. 2011; Ba et al. 2013), and some lines are accessible at the internet portal of the VAMDC center (Rixon et al. 2011; Dubernet-Tuckey et al. 2016). Most of them are based on line-by-line analyses of experimental laboratory room-$T$ spectra. To validate all our results, the calculations were first compared to the last edition of the empirical HITRAN2012 database at $T = 296$ K. Figure 3 gives the log scale overview comparison in the range up to 6400 cm$^{-1}$ between our room-$T$ line list and HITRAN2012. Clearly, the set of data available in HITRAN, which is essentially composed of nine vibrational bands with 18 000 transitions, is incomplete compared to that provided by our variational calculations, which contain more than 2.9 million transitions at 296 K (with the intensity cutoff $I_{\text{min}} = 10^{-26}$). As already stated above, as a result of its twelve vibrational modes and the absence of clear polyad structures in very congested spectrum, ethylene is a typical example of a molecule absorbing ubiquitously in the infrared. This comparison clearly confirms that an ethylene line-by-line analyses of spectra through polyad effective models have intrinsic limits, in particular for the modeling of line intensities. The experimental measurement, identification, and extraction of individual line intensities for many thousands or even millions of overlapping transitions in the room-$T$ spectrum is clearly not feasible. The low-lying vibrational torsional modes cause a significant number of hot-band transitions ($v_i - v_j$ where $v_j$ are some excited vibrational states) appear even at room temperature with non-negligible intensities. Information on HBs associated with transitions from or to re-vibrational patterns of highly excited vibrational states is almost lacking or very insufficient in available databases. According to Fig. 3, HBs contribute approximately to 5% of the total opacity at $T = 296$ K.

Another possible validation of a theoretical list is a comparison of simulated cross-sections (XS) with medium-resolution experimental Fourier-transform laboratory spectra available in the PNNL library (Johnson et al. 2004), which are recorded at temperatures of 5, 25, and 50 $^\circ$C with a pressure of 1 atm. To simulate spectra at a resolution of 0.01 cm$^{-1}$, a Voigt profile and a self-broadening coefficient of 0.1 cm$^{-1}$ atm$^{-1}$ at 296 K were chosen. In contrast to HITRAN, the PNNL spectra are not assigned. They therefore do not contain line-by-line or low-energy information and cannot be extrapolated beyond their experimental conditions. The comparisons with PNNL spectra are given below in the form of absorbance simulations that are converted into cross sections (in cm$^2$/molecule) using the factor $2.8697 \times 10^{-16}$.

4.1. Region (I): 600−1200 cm$^{-1}$

A more detailed comparison of our theoretical list with the empirical HITRAN database and with PNNL spectra at room-$T$ in the spectral range 600−1200 cm$^{-1}$, dominated by the strongest $v_7$ band is given in Fig. 4. $v_4$ and $v_{10}$ also fall in the region that was the subject of several papers. Considering the opacity contribution, the ratio between $v_7$, $v_{10}$ and $v_4$ is approximately

1 See https://secure2.pnl.gov/nsd/nsd.nsf/Welcome
given by 68:2:1. Our list matches the observed ethylene spectra from PNNL very well, where the simulation was made at a resolution of 0.01 cm\(^{-1}\) and a pressure of 1 atm. The same is true for the comparison with HITRAN: our predictions agree very well. The upper panel of Fig. 4 shows that some transitions are clearly lacking in HITRAN. Moreover, our global calculations systematically include all hot bands, while they were considered neither in HITRAN (only 140 transitions are tabulated) nor in all recent analyses. Table 3 summarizes the integrated intensities and integrated absorbances for our variational calculation (this work) with the empirical HITRAN and the experimental PNNL databases. We have to note that PNNL spectra are recorded with natural ethylene. To compensate for -2% of lacking \(^{13}\)C\(^{12}\)CH\(_{2}\) lines in our calculations, the ethylene \(^{13}\)C\(_{2}\)H\(_{4}\) concentration was set to 100%. Thus we have implicitly assumed that 2% of \(^{13}\)C\(_{2}\)H\(_{4}\) provides approximately the same amount of opacity as 2% of \(^{13}\)C\(^{12}\)CH\(_{4}\). At the resolution used in PNNL spectra, it is quite difficult to distinguish minor isotopologs.

### Table 3. Comparison of the integrated intensities and integrated absorbance of our variational calculation (this work) with the empirical HITRAN and the experimental PNNL databases.

<table>
<thead>
<tr>
<th>Region (cm(^{-1}))</th>
<th>Integrated intensities (in cm/molecule)</th>
<th>Integrated absorbance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CB</td>
<td>HB</td>
</tr>
<tr>
<td>(I) 600–1200</td>
<td>1.35E-17</td>
<td>8.43E-19</td>
</tr>
<tr>
<td>Nb of lines</td>
<td>38 753</td>
<td>32 6118</td>
</tr>
<tr>
<td>Nb of lines</td>
<td>12 215</td>
<td>80 675</td>
</tr>
<tr>
<td>(III) 1600–2750</td>
<td>9.68E-19</td>
<td>7.03E-20</td>
</tr>
<tr>
<td>Nb of lines</td>
<td>96 027</td>
<td>22 8905</td>
</tr>
<tr>
<td>(IV) 2750–3450</td>
<td>6.64E-18</td>
<td>3.53E-19</td>
</tr>
<tr>
<td>Nb of lines</td>
<td>108 458</td>
<td>40 4403</td>
</tr>
<tr>
<td>(V) 3450–4050</td>
<td>3.39E-20</td>
<td>1.49E-21</td>
</tr>
<tr>
<td>Nb of lines</td>
<td>99 769</td>
<td>44 763</td>
</tr>
<tr>
<td>(VI) 4050–5200</td>
<td>1.01E-18</td>
<td>4.87E-20</td>
</tr>
<tr>
<td>Nb of lines</td>
<td>40 6188</td>
<td>41 6116</td>
</tr>
<tr>
<td>(I−VI) 600–5200</td>
<td>2.38E-17</td>
<td>1.41E-18</td>
</tr>
<tr>
<td>Nb of lines</td>
<td>76 1410</td>
<td>150 0980</td>
</tr>
</tbody>
</table>

Notes. Contribution of the cold (CB) and hot (HB) bands is also listed. \(^{(6)}\) See Sect. 4.5 for explanation.

4.2. Region (II): 1200–1600 cm\(^{-1}\)

This region is essentially composed of transitions of the \(\nu_{12}\) band and to a lesser extent by \(\nu_{12} + \nu_{j} - \nu_{10}\) HB transitions with ~4–5% contribution to the total opacity. Again, the agreement of our calculation with HITRAN and PNNL is very good (see Fig. 5). All structures of the PNNL spectrum are well reproduced for line positions and line intensities (bottom panels of Fig. 5 for a zoomed comparison). According to Table 3, our theoretically integrated intensity and absorbance deviate from HITRAN by 1% and from PNNL by 2% only.

4.3. Region (III): 1600–2750 cm\(^{-1}\)

This spectral range has been analyzed in Lafferty et al. (2011), Ben Hassen et al. (2012) but is not included in the current HITRAN database. The strongest absorption corresponds to the combination bands as \(\nu_{7} + \nu_{6}, \nu_{6} + \nu_{10}, \nu_{8} + \nu_{6}\), or \(\nu_{3} + \nu_{7}\). Figures 6 and 7 show comparisons between the theoretically simulated and observed PNNL spectra, which nearly perfectly match theory and experiment, as is also confirmed by the very good agreement in the integrated absorbance of about 2.5% that is within the error margin of the experimental determination (see Table 3 and Figs. 6 and 7). We note that the instrumental noise in the 2650–2750 cm\(^{-1}\) interval (Fig. 7) does not have a noticeable effect on the integrated absorbance comparison that is dominated by much stronger bands in the lower wavenumber range.
4.4. Region (IV): 2750–3450 cm\(^{-1}\)

The 3 μm region is probably one of the most important regions for probing atmospheres of various astrophysical objects. It is generally dominated by strong absorption bands of small hydrocarbons, corresponding to the vibrational frequencies of the C-H bonds. For ethylene, the two strongest bands associated with C-H stretching modes are \(\nu_9\) and \(\nu_{11}\). The HITRAN database lists about 6900 lines in this spectral range, 930 of which are assigned to the combination bands \(2\nu_{10} + \nu_{12}/\nu_{2} + \nu_{12}\), 140 to the hot band \(\nu_9 + \nu_{10} - \nu_{10}\), and 4400 to the fundamental bands \(\nu_9/\nu_{11}\). The remaining lines (~1400) are not assigned in
Fig. 6. Example comparison of theoretical absorption spectra of \(^{12}\)C\(_2\)H\(_4\) with experimental PNNL records at room temperature in region III (see Fig. 3).

Fig. 7. Example comparison of theoretical absorption spectra of \(^{12}\)C\(_2\)H\(_4\) with experimental PNNL records at room temperature in region III (see Fig. 3).

HITRAN. In our predictions, about 1,100,000 lines are included at an intensity cutoff \(10^{-26}\) cm/molecule with a CB/HB ratio of 1:10. Figure 8 displays an overall agreement with HITRAN and PNNL; the lower panels provide a zoomed scale comparison. A comparison with the integrated intensity (see Table 3) indicates that HITRAN underestimates our values by 18%, while our integrated absorbance agrees very well with PNNL (the deviation is lower than 1%). This means that an important part of the information on medium and weaker lines is lacking in HITRAN2012,
which is also proven by the comparison of the number of included transitions. Even when we apply the same intensity cut-off \( I_{\text{max}} = 10^{-24} \text{ cm/molecule} \) as in HITRAN2012 in the range 2917–3242 cm\(^{-1}\), we have a larger sample of 23848 transitions with an integrated range intensity of \( 6.61 \times 10^{-18} \text{ cm/molecule} \), which are to be compared to 6881 HITRAN transitions. This results in an integrated intensity of \( 5.78 \times 10^{-18} \text{ cm/molecule} \). The total number of lines also proves that information is lacking in HITRAN.

4.5. Region (V): 3450–4050 cm\(^{-1}\)

This spectral range corresponds to the weakest absorption region in this study (Fig. 9). A detailed comparison with experimental PNNL spectra is quite delicate, however, because of low signal-to-noise ratio in experimental recordings the baseline in the PNNL spectra fluctuates quite strongly and becomes negative in some intervals, which might be attributed to some instrumental problems. However, the qualitative agreement remains acceptable. In Table 3 we omitted a comparison with unreliably measured integrated absorbance because of fringes, a quite high noise level, and instrumental effects in PNNL data between 3350 and 3800 cm\(^{-1}\).

4.6. Region (VI): 4050–5200 cm\(^{-1}\)

The \( v_5 + v_{12} \) band near 2.2 \( \mu \text{m} \) have been analyzed in Ulenikov et al. (2010) for line positions. No intensity calculations have been reported in this region in the literature. Our calculations represent the first line-by-line intensity study in this spectral interval. Figure 10 shows that our predictions agree well with PNNL observations both overall and for more detailed comparisons.

4.7. Region (VI): 5200–6400 cm\(^{-1}\)

This is the highest wavenumber range available in the PNNL room-\( T \) library. Although the 1.6 \( \mu \text{m} \) region is important for various applications, no line-by-line intensity information is compiled in the existing databases and in published analyses.
Figure 11 shows a qualitatively good agreement of our predictions with PNNL observations.

5. Temperature effects

5.1. Comparison of the lower level sets involved in line lists as a function of temperature

Extension to high-T predictions is quite a challenge as higher polyads and J states are populated. The two upper panels of Fig. 12 give an overview of lower energy levels involved in the transitions of our variational list and of HITRAN2012 with an intensity cutoff $I_{\text{min}} = 5 \times 10^{-24}$ cm/molecule. The two lower panels illustrate a drastic increase in the lower levels, which is necessary to include in transitions at $T = 500$ K and $T = 700$ K with the same intensity cutoff. To have opacity calculations converged at these high temperatures, however, many more weaker transitions (up to $\sim 60$ millions lines) have to be considered down to $I_{\text{min}} \sim 10^{-27}$ cm/molecule, as discussed in Sect. 6. A huge number of corresponding levels would not fit the scale of Fig. 12 that would be too crowded using this cutoff.

5.2. Spectra at cold-temperature conditions down to 80 K

At low temperatures, which are typically found in the atmospheres of the solar planets, the low-J spectral transitions dominate, causing the bands to appear more compact, as illustrated in the three panels of Fig. 13 in the ranges $600$–$820$ cm$^{-1}$, $800$–$1100$ cm$^{-1}$, and $1300$–$1500$ cm$^{-1}$ for $T = 296$ K, $160$ K, and $80$ K. Similar changes in the ranges from $2300$ cm$^{-1}$ to $3300$ cm$^{-1}$ are shown in Fig. 14. To our knowledge, such low-temperature laboratory intensity or transmittance measurements, which could be used for a systematic validation of ab initio intensities in these conditions, do not exist. For methane, our low-T line lists (Rey et al. 2016) computed with the same theoretical methods down to $T = 80$ K, have recently been used by Bézard (2016) to simulate the transmittance in the Titan atmosphere. This has yielded a good general agreement with observations explored by the Cassini-Huygens space mission with the Descent Imager/Spectral Radiometer (DISR) on the Huygens probe at various altitudes.

5.3. Spectra at high-temperature conditions up to 700 K

For elevated temperatures, the spectrum is dominated by higher-J transitions and becomes much more congested with a rapidly increasing number of hot-band lines. The transparency windows between strong absorption intervals displayed in Fig. 3 become narrower or disappear almost entirely. The variation of the spectrum with temperatures in the far-infrared from $800$ to $5000$ cm$^{-1}$ is shown in Fig. 15 with examples of $T = 296$ K, $160$ K, and $80$ K.
500 K, and 700 K. The PNNL experimental FTS absorbance spectrum at $T = 296$ K is given at the bottom of each panel in black. To our knowledge, neither experimental nor theoretical high-temperature line intensities in ethylene spectra have been published up to now. For methane our high-$T$ line lists (Rey et al. 2014b) computed with the same theoretical methods have been used by Hargreaves et al. (2015), who have measured emission and absorption CH$_4$ laboratory spectra at $T = 1000$ K around 3 $\mu$m. They concluded that of all existing lists, the best match to their observations was given by our ab initio predictions.

### 5.4. Integrated intensities of cold and hot bands

Figure 16 shows the repartition of integrated intensities between cold and hot bands at temperatures 80 K, 160 K, 296 K, 500 K, and 700 K in various spectral ranges defined in Sect. 4. At $T = 500$ K the contribution of hot bands to the global opacity becomes very significant, and at $T = 700$ K the hot bands dominate the spectrum. The values of integrated intensities in each interval and the number of corresponding transitions are given in Table 4. In this table, the integrated intensities are considered as “converged” when we were able to converge at three digits up to room-$T$ and at two digits for high $T$ conditions.

### 6. Discussion: opacity convergence and the quasi-continuum issue

As we discussed above, the particular feature of high-$T$ spectra of polyatomic molecules are the very many contributing lines that rapidly increase with temperature. This is because the Boltzmann population involves very highly excited vibration-rotation states with a huge amount of allowed transitions. For example, our recent theoretical line list of methane $^{12}$CH$_4$ at $T = 2000$ K in the range 0–5000 cm$^{-1}$ included 11.5 billion transitions (Rey et al. 2014b), which were necessary to let the opacity calculation converge properly at this temperature. Most of these transitions correspond to hot bands of the excited vibrational states. As Hargreaves et al. (2012), Rey et al. (2014b) stated, the contributions of the tremendous number of weak transitions in methane spectra for $T > 1000$ K form a kind of quasi-continuum: the spectral density can reach $10^{16}$ lines per cm$^{-1}$ for the intensity cutoff $10^{-27}$ cm$^{-1}$/molecule (see Fig. 3 of Rey et al. 2014b). An experimental measurement of individual line intensities of these overlapping transitions is clearly not feasible. The existing versions of spectral line lists such as HITRAN and GEISA, which are based on analyses of experimental laboratory spectra, do not include this information and cannot provide a correct modeling of radiative properties at high-temperature conditions as are typical for exoplanet atmospheres. As was argued in the recent review by Bernath (2014), which was devoted to

<table>
<thead>
<tr>
<th>$T$</th>
<th>Wavenumbers ≤ 6400 cm$^{-1}$</th>
<th>Wavenumbers ≤ 5200 cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80 K</td>
<td>160 K</td>
</tr>
<tr>
<td>Lower energy cut-off</td>
<td>Integrated intensities</td>
<td></td>
</tr>
<tr>
<td>$E \leq 500$</td>
<td>2.551</td>
<td>2.473</td>
</tr>
<tr>
<td>$E \leq 1000$</td>
<td>2.553</td>
<td>2.549</td>
</tr>
<tr>
<td>$E \leq 2000$</td>
<td>2.553</td>
<td>2.552</td>
</tr>
<tr>
<td>$E \leq 3000$</td>
<td>2.552</td>
<td>2.552</td>
</tr>
<tr>
<td>$E \leq 4000$</td>
<td>2.552</td>
<td>2.552</td>
</tr>
<tr>
<td>$E \leq 5000$</td>
<td>2.517</td>
<td>2.475</td>
</tr>
<tr>
<td>$E \leq 6000$</td>
<td>2.518</td>
<td>2.494</td>
</tr>
<tr>
<td>$E \leq 7000$</td>
<td>2.496</td>
<td></td>
</tr>
<tr>
<td>Intensity cutoff</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I \geq 10^{-21}$</td>
<td>2.281</td>
<td>2.152</td>
</tr>
<tr>
<td>$I \geq 10^{-22}$</td>
<td>2.475</td>
<td>2.425</td>
</tr>
<tr>
<td>$I \geq 10^{-23}$</td>
<td>2.533</td>
<td>2.517</td>
</tr>
<tr>
<td>$I \geq 10^{-24}$</td>
<td>2.548</td>
<td>2.544</td>
</tr>
<tr>
<td>$I \geq 10^{-25}$</td>
<td>2.552</td>
<td>2.550</td>
</tr>
<tr>
<td>$I \geq 5 \times 10^{-26}$</td>
<td>2.553</td>
<td>2.551</td>
</tr>
<tr>
<td>$I \geq 10^{-26}$</td>
<td>2.552</td>
<td>2.552</td>
</tr>
<tr>
<td>$I \geq 5 \times 10^{-27}$</td>
<td>2.552</td>
<td>2.552</td>
</tr>
<tr>
<td>Rotational cutoff</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$J \leq 15$</td>
<td>2.499</td>
<td>2.167</td>
</tr>
<tr>
<td>$J \leq 20$</td>
<td>2.550</td>
<td>2.464</td>
</tr>
<tr>
<td>$J \leq 30$</td>
<td>2.553</td>
<td>2.551</td>
</tr>
<tr>
<td>$J \leq 40$</td>
<td>2.552</td>
<td>2.552</td>
</tr>
<tr>
<td>$J \leq 50$</td>
<td>2.552</td>
<td>2.552</td>
</tr>
<tr>
<td>$J \leq 60$</td>
<td>2.518</td>
<td>2.493</td>
</tr>
<tr>
<td>$J \leq 71$</td>
<td>2.496</td>
<td></td>
</tr>
<tr>
<td>Number of lines</td>
<td>388 954</td>
<td>828 897</td>
</tr>
</tbody>
</table>
measurements of high-\(T\) spectra, this information must be provided by theory.

At a given temperature, the number of transitions is larger for ethylene than for methane because of the three additional vibrational degrees of freedom and smaller rotational constants. Consequently the high-temperature ethylene spectra should be more congested. In Table 4 we give the results of the ethylene opacity convergence analysis for five temperatures between 80 K and 700 K as a function of three principal cutoff criteria: on the lowest individual line intensity (\(I_{\text{min}}\)), on the energy of the lower state (\(E_{\text{low}}\)) for each transition, and on the maximum rotational quantum number \(J\). We give here the line statistics up to 296 K in the full studied wavenumber range up to 6400 cm\(^{-1}\) and up to 700 K in the range below 5200 cm\(^{-1}\). This table is to be compared with the corresponding Table 4 of Rey et al. (2014b) for the methane molecule. At this stage, we were not able to go as far in temperature as for methane since ethylene calculations are much more demanding. For 700 K our calculations fully converge with respect to \(E_{\text{low}}\) and to the rotational quantum number (up to \(J_{\text{max}} = 71\)), whereas for methane \(J_{\text{max}} = 35\) was sufficient at the same temperature. Using the intensity cutoff of \(I_{\text{min}} = 5 \times 10^{-27}\) cm/mol, the global opacity calculations converge to about 1%, resulting in over 63 million transitions below 5200 cm\(^{-1}\). At the cutoff of \(10^{-27}\) or \(10^{-26}\) cm/mol, the ethylene list would be much heavier than that for methane and unpractical for a direct use. In the supplementary material we provide a light version of the lists for ethylene than for methane because of the three additional vibrational degrees of freedom and smaller rotational constants.

\[ S_\alpha = S_\nu \nu^3 e^{-h\nu/kT}, \]

where \(S_\alpha/S_\nu\) is the intensity of the absorbed or emitted line. The full version of the lists will be available through the TheoReTS information system (Rey et al. 2016)^2. Comparison with experimental spectra carried out in this study has shown that the accuracy of band centers in our theoretical lists is better on average than 0.3 cm\(^{-1}\) and the integrated absorbance errors are about 1–3%. Numerical tests suggest that our current ethylene data are sufficiently complete for use in the 50 K–700 K temperature range. The reported line lists could be also used at high-temperature conditions depending on the applications. When strong absorption or emission lines are required for remote-sensing ethylene detection, their intensities could be reliably converted into \(T > 700\) K because the essential parts of HBs are included. This work can be qualitatively extrapolated to higher temperatures with some caution and by increasing the uncertainty margins. In contrast, for the radiative balance studies, the high \(T\) extension requires caution because opacities might be lacking at transparency windows. In the latter case, this would require to include a higher energy cutoff. The above mentioned quasi-continuum ethylene absorption appear in many spectral intervals, starting with \(T = 500\) K and higher. The TheoReTS information system provides a user-friendly graphical interface for a fast simulation of the absorption cross-sections

---

Fig. 15. Temperature effects (from 296 to 700 K) on the absorption XS in regions I and II, and IV and VI, and comparison with experimental PNNL records at room temperature. The spectra are computed with a Voigt line profile at a resolution of 0.01 cm\(^{-1}\) and a pressure of 1 atm. A self-broadening coefficient of 0.1 cm\(^{-1}\) atm\(^{-1}\) was chosen.

Fig. 16. Integrated intensities (in cm/molecule) for cold- and hot-band transitions from 80 to 700 K in regions I–VI.
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Appendix: Technical aspects

Refining the molecular force constants: the force constant matrix $F$, together with the geometry-based Wilson matrix $G$, are used to determine the vibrational frequencies and the associated modes. The quantum-mechanical ab initio force constant matrix $F$ can typically be simply computed, but generally the eigenvalues of the $GF$ matrix may differ from the experimental measurements by some wavenumbers, typically $1 - 10$ cm$^{-1}$, depending on the electronic structure calculation method. If $\Lambda$ consists of a set of refined frequencies, we have to solve the inverse harmonic eigenvalue problem $GF\Lambda = \Lambda$ to extract the $F$ matrix. This technical aspect is beyond the scope of the present paper and will be explained elsewhere. We provide here the new force constant matrices used for this work. They are given for each symmetry block as (in a.u. units)

$$
F^{(A_g)} = \begin{pmatrix}
1.5611030 & 0.045557 & -0.068732 \\
2.6099370 & 0.2731294 & 1.471659
\end{pmatrix}
$$

$$
F^{(B_2g)} = \begin{pmatrix}
1.5415690 & 0.106736 \\
0.639798 & 0.201629
\end{pmatrix},
F^{(B_2u)} = 0.146709
$$

$$
F^{(B_3u)} = \begin{pmatrix}
1.5517060 & 0.038784 \\
0.457680 & 0.146709
\end{pmatrix},
F^{(B_3g)} = 0.279207.
$$

All other high-order parameters of the PES were held fixed to their ab initio values.

Hamiltonian model and basis set: in contrast to commonly used empirical spectroscopic models that deal with finite-dimensional matrices, the variational calculations face the well-known problem of the basis-set convergence when increasing the number of atoms $N$, the vibrational excitation, and the value of the total angular momentum $J$. To overcome this limitation, a series of reduction and compression techniques were applied to the Hamiltonian and basis functions to enable calculations even for high $J$ values. In this work, the Hamiltonian model is that of Delahaye et al. (2014), while the vibrational and ro-vibrational basis sets were slightly improved to allow a better convergence. For the full vibrational problem, a modified $F(11)$ basis against $F(9)$ in Delahaye et al. (2014) was used (see Rey et al. (2015b) for a definition of the basis sets), the largest symmetry block to be diagonalized being of size 81800. The diagonalization of matrices for high $J$ values is very demanding in terms of memory and CPU time. To reduce the cost of this, a set of so-called reduced vibrational $F(5)$ and $F(6)$ basis were introduced, with largest sizes $N_v$ of 400 and 900, respectively. The size of the ro-vibrational matrices will thus grow roughly as $N_v \times (2J + 1)$. 
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