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The objective of this paper is to suggest a method of the construction of circulant ma-
trices, which are appropriate for being MDS (Maximum Distance Separable) matrices
utilising in cryptography. Thus, we focus on designing so-called bi-regular circulant
matrices, and furthermore, impose additional restraints on matrices in order that they
have the maximal number of some element occurrences and the minimal number of
distinct elements. The reason to construct bi-regular matrices is that any MDS ma-
trix is necessarily the bi-regular one, and two additional restraints on matrix elements
grant that matrix-vector multiplication for the samples constructed may be performed
efficiently. The results obtained include an upper bound on the number of some ele-
ment occurrences for which the circulant matrix is bi-regular. Furthermore, necessary
and sufficient conditions for the circulant matrix bi-regularity are derived. On the ba-
sis of these conditions, we developed an efficient bi-regularity verification procedure.
Additionally, several bi-regular circulant matrix layouts of order up to 31 with the
maximal number of some element occurrences are listed. In particular, it appeared
that there are no layouts of order 32 with more than 5 occurrences of any element
which yield a bi-regular matrix (and hence an MDS matrix).
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O ITIOCTPOEHUN HNPKVYJ/IAHTHBIX MATPULI,
CBA3AHHBIX C MDS-MATPUITAMUA

C. C. Manaxos, M. . Poxkos
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enp mamuO#l PAbOTHI — MPEIJIOKUTH METO/T TIOCTPOEHUST TAKUX IMUPKYISHTHBIX MaT-
putl, Koropble MoryT O6biTh MDS-maTpuriamu, HCHOIb3yeMbIME B KPUITOTIDagUH.
Mpbl paccmMaTpuBaeM TaK HA3bIBAEMble OU-PEry/sgpHbIE MUPKY/ISHTHBIE MATPUILI U,
KpOMe TOT0, HAJIATAeM Ha HUX JIOMOJHUTEIbHBIE OTPAHUYEHUS C TeM, YTOOBI OHU MMe-
JIN1 MaKCUMaJIBHOE YNCJIO BXO)K,HeHl/Iﬁ HEKOTOPOI'o 3JiIeMEeHTa U MUHHMAJIbHOE KOJIn4de-
CTBO Pa3/IMYHBIX JIEMEHTOB. VIHTepec K OM-PeryIspHBIM MATPUIaM OOYCJIOBIIEH TEM,
qro Jirobast MDS-marpuiia 00si3aTeIbHO SIBJISIETCST OU-PEryJisipHO, a JOTOJHUTE b
Hble OTPAHUYCHWsT Ha SJEMEHTHI MATPHUIL MO3BOJSIOT 3(P(PEKTUBHEE PEATN30BHIBATD
MaTPUIHO-BEKTOPHBIE OMEPAINK C UCIOJIb30BaHNMeM Takux marputl. [lojydennsie pe-
3YJIBTATHI BKJIIOYAIOT BEPXHIOIO TPAHUITY THCJIa BXOKICHUH HEKOTOPOTO JIEMEHTA, TIPH
KOTOPOM IUPKYJISTHTHAS MATPHUIA OCTAETCs OU-PEryIspHOil, a TaKyKe HeOOXOMMble U
JOCTATOYHDBIE YCJOBUs OU-PEryasapHOCTHA MUPKYJIAHTHON Marpuibl. Kpome Toro, omnm-
cad 3P dEKTUBHBII aJTOPUTM IIPOBEPKU OU-PEryJIsipDHOCTH ITUPKYASHTHON MATPUILHI.
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C ero moMoIIbio MOCTPOEHBI MAOJIOHBI OU-PErysSPHBIX TUPKYISHTHBIX MaTPHI] ITOPS -
Ka J10 31 ¢ MaKcHMaJbHBIM YUCJIOM BXOXKJIEHUI HEKOTOPOTO dJEMEHTa M yCTAHOBJIEHO
OTCYTCTBUE OU-PEryJISIPHBIX IUPKYJISHTHBIX MaTpuil (1 ciaeaoBareabio, MDS-marpuir)
nopsinka 32 ¢ 6ojiee UeM ISITHIO BXOXKIESHUSIMUA OJHOTO JIEMEHTA.

Kuarouessbie ciioBa: yupkyasumuas mampuva, MIP-xod, MDS-xod, MDS-mampuua.

1. Introduction

Suppose that M is a k X m matrix over a finite field IF,. Then a set

{(a:,azM) cx € (]Fq)k}

is a linear [n, k,d] code of the length n = k 4+ m and the dimension k£ with the minimum
Hamming distance d between any two code words. For a linear [n, k, d] code the Singleton
bound holds [1]:

d<n—k+1=m+1.

A code with d = m + 1 is called the MDS code (Maximum Distance Separable code), and
the corresponding matrix M is referred to as the MDS matrix.

The problem of MDS code existence relates to Segre’s MDS conjecture proposed in [2].
It suggests that a set S of vectors of the vector space (IF'q)}C such that every subset of S
of size k < ¢ is a basis, comprises at most g + 1 elements, unless ¢ is even and k = 3 or
k = g — 1, in which case it comprises at most g + 2 elements. S. Ball has shown in [3| that
S generates an MDS code and proved that a linear MDS code with the dimension k& < ¢
has the length at most ¢ + k + 1 — min{k, char F,}.

Furthermore, it is shown in [1, p.321| that a linear code is MDS if and only if every
square submatrix of M is non-singular. Therefore, we will define the MDS matrix as follows.

Definition 1. A matrix M is the MDS matrix if every square submatrix of M is
non-singular.

MDS matrices are demanded for block cryptographic algorithms, where they are
responsible for the input diffusion. An MDS matrix performs a linear transformation of
an input block @ of the following property: if i,1 < ¢ < k, elements of & are altered, then
at least m — i + 1 elements of the output block @ - M alter, where both the input and the
output blocks can be interpreted as vectors of a k-dimensional vector space over a finite
field F,. In this sense, MDS matrices provide perfect diffusion [4]. Several algorithms utilize
MDS matrices including block ciphers Rijndael, GOST R 34.12-2015, IDEA NXT and hash
functions GOST R 34.11-2012 and Whirlpool.

Although construction of MDS matrices is a computationally hard problem in general
case, there are plenty of different particular techniques. One approach presumes that
a specific matrix layout comprising variables is set. Then, variables are initialized with
concrete values, and the resulting matrix is tested for being the MDS matrix. The approach
described was proposed in [4] and performed in [5]. Not every matrix layout may produce
MDS matrices, and therefore, it is of an interest to filter those layouts which never produce
any. A method to filter matrix layouts is to verify their bi-regularity. The definition of the
bi-regularity is given below.

Definition 2. Let J# be a subset of a multiplicative group. The 2 x 2 matrix over % is
bi-regular if at least in one row and one column there are two distinct entries. An arbitrary
k x m matrix over £ is bi-regular if every its 2 x 2 submatrix is bi-regular.
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Remark 1. One may distinguish two particular cases, when J# is exactly a
multiplicative subgroup of a finite field, and when £ represents a set of variables that
cannot take nought values.

It is obvious that an MDS matrix is necessarily bi-regular, and so is a matrix layout
that produces MDS matrices.

This paper focuses on the construction of bi-regular circulant matrix layouts which yield
bi-regular matrices and hence may produce MDS matrices.

Definition 3. A circulant matrix denoted by its zeroth row (ag, ..., amn—1) is a matrix
of the form
Qo ay T Qpm—2 Am—1
ay a2 ERR ¢ 2 | Qo
m—2 Am-1 Qg o A3
Am—1 Qg Tt Gm—3 Gm—2

Remark 2. Speaking more generally, as rows of a matrix may be circularly shifted
to the left or to the right, there exist two types of circulant matrices. Although this paper
takes a left shift case as a basis for description, all the techniques presented are essentially
applicable to both circulant matrix types.

Previously, circulant matrices were studied in several papers, for instance, in [6-9].
It was proved in [6] that circulant MDS matrices over a finite field of characteristic 2
are neither involutary nor orthogonal. However, [7| reveals that involutory circulant MDS
matrices over the ring of matrices whose entries lie in characteristic 2 field do exist. The
authors of [9] managed to construct circulant MDS matrices over the general linear group
over the two-element field, and in [8] the authors studied circulant-like MDS matrices.

The objective of this paper is to suggest a method for the construction of bi-regular
circulant matrices with the maximal number of some element occurrences and the minimal
number of distinct elements. These two additional restraints on matrix elements allow
performing matrix-vector multiplication more efficiently. The results obtained include the
upper bound of the number of some element occurrences for which the circulant matrix
bi-regularity preserves. Furthermore, necessary and sufficient conditions for the circulant
matrix bi-regularity are derived. On the basis of these conditions, we developed an efficient
bi-regularity verification procedure. Additionally, several bi-regular circulant matrix layouts
of order up to 31 with the maximal number of some element occurrences are listed. In
particular, it appeared that there are no layouts of order 32 with more than 5 occurrences
of any element which yield a bi-regular matrix (and hence an MDS matrix).

This paper follows the report On the construction of bi-regular circulant matrices,
relating to MDS matrices [10] made at the conference FEngineering Technologies and
Informatics: Innovations and Applications (En&T-2021).

The paper consists of two parts, not taking the introduction and the conclusion into
account. The first part carries proofs for the upper bound of the number of arbitrary
element occurrences together with the proof of necessary and sufficient conditions for the
circulant matrix be-regularity. The second part contains instances of bi-regular circulant
matrix layouts of an order up to 31 with maximum number of a given element occurrences.

2. Necessary and sufficient conditions for the circulant matrix bi-regularity

The following Lemma 1 provides one of the necessary conditions for the circulant matrix
bi-regularity.
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Lemma 1. Let M be a bi-regular circulant matrix over a subset % of some
multiplicative group, denoted by its zeroth row (ag, ..., a,_1). Suppose that an element «
is in the positions with indices g, ...,%;_1, t > 1. Then the set of differences between two
distinct indices

Do ={(i —7") modm : 1 € {ig,...,ig_1} D, i #1i'}
comprises t (¢t — 1) elements.

Proof. Suppose that there exist indices i, < i3 and 7, < i, of the positions occupied
by an element « such that iy, — ¢, = i, — i, or iy — i, = m — i, + i,. The following three
cases are possible.

I. If iy — i, = i, — i,, while 7, < iy, < i, < 1,, then in the zeroth row and in the row
obtained from it by the (i, — i,)-position left circular shift there is an element « in the
columns ¢, and i5. Hence, M is not bi-regular:

iy is iy by
0 DY a ... a DY a DY a
fy— i \o 0 a e«

1. I1f iy, — i, = i, — i,, while i, < i, < iy < i,, then in the zeroth row and in the row
obtained from it by the (i, — i,)-position left circular shift there is an element « in the
columns ¢, and i5. Hence, M is not bi-regular:

/1/7‘ Z’LL ZS /L’U
0 DY a e a DY a DY a
T N a

HI. If 45 — iy = (G4 — %) poq m» While 4, < 4, < i, < ig, then in the zeroth row and in the
row obtained from it by the (i, — 4, )-positions left circular shift there is an element «
in the columns ¢, and 75. Hence, M is not bi-regular:

7/7‘ ,I/’LL 7/7) /I/S
0 DY a o e a PR a DY a
Gy — iy \or o - a

Thus, all the cases possible contradict to the matrix M bi-regularity. m

Now we derive the upper bound of the number of arbitrary element occurrences in
the bi-regular circulant matrix. Note that K. Zarankiewicz in [11] addressed the problem
equivalent to finding the largest positive integer z(k, m, p, ¢) such that a binary k x m matrix
containing z(k,m,p,q) ones may not have a p x ¢ submatrix consisting entirely of ones.
If we now take p = ¢ = 2, then Zarankiewicz’s problem is to find the largest number of
arbitrary element occurrences at which the matrix bi-regularity preserves. I. Reiman proved
in [12] that

2(k,m,2,2) < 1/2 (k; + (k2 + dkm(m — 1))1/2) ,
2P —t+ 1,17 =t 4+1,2,2) =17 — 12 + ¢
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It is an immediate corollary to Lemma 1 that for a circulant matrix of order m = t(t—1)+1
the maximal number of element occurrences, at which the matrix still can be bi-regular,
meets the upper bound proved by Reiman, i.e., z(m,m, 2,2) = t3 — t* 4+ t. Besides, the next
corollary shows that Reiman’s inequality remains strong enough for circulant matrices.

Corollary 1. Under conditions of the Lemma 1, the following inequality holds:

m<mt < 1/2 <m+ (m2 +4m2(m — 1))1/2> )

Proof. On the one hand, Lemma 1 asserts that the set D, of differences of two distinct
indices comprises ¢ (t — 1) elements. On the other hand, the aggregate number of differences
between two distinct indices does not exceed m — 1. Therefore,

tt—1)<m-—1,
and hence,
1<t<1/24 (m—3/4)Y2 o m<mt <1/2 <m+ (m? + 4m?(m — 1))1/2> .
The Corollary 1 is proved. m

Remark 3. It is noteworthy that D, is a difference set in case t (t — 1) = m — 1.

The next Lemma introduces an interrelationship between numbers of different element
occurrences in a bi-regular matrix.

Lemma 2. Let M be a bi-regular circulant matrix over a subset % of some
multiplicative group denoted by its zeroth row (ag, ..., a;,_1). Suppose that an element «
is in the positions with the indices 4y, ..., %1, to > 1, and an element [ is in the positions
with the indices jo,...,ji,—1, tg > 1. Then the sets of differences between two distinct
indices of a and 3

Da: (i_i/)modm:ie{i07-'-aita—l}Bilyi%i/}
D,B = {(] _]/) mod m ] € {jOa"')jtﬁ—l} leaj 7&],}

—~

are disjoint.
Proof. Suppose that there exist indices i, < is and j, < j, of positions occupied by

an element o and an element [ respectively. The following three cases are possible.

I. Ifis—1i, = j, — Ju, while i, < iy < j, < Ju, then in the columns 7, and i, there are the
element « in the zeroth row and the element 5 in the row obtained from the zeroth one
by the (j, — i,)-position left circular shift. Hence, M is not bi-regular:

Z’T‘ is ]u jU
0 i - - B - B
Ju—ir \o-r B o B

IT. If iy — i, = Jy — Ju, while 7, < j, < 15 < J,, then in the columns i, and i, there are the
element « in the zeroth row and the element [ in the row obtained from the zeroth one
by the (j, — i,)-positions left circular shift. Hence, M is not bi-regular:

ir ]u 7:8 j”U

0 i e B e a8

Gu — Gy \-- 5 s
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II. If iy — i, = m — (J, — ju), while i, < j, < j, < ig, then in the columns i, and i, there
are the element « in the zeroth row and the element § in the row obtained from the
zeroth one by the (j, — 4,)-positions left circular shift. Hence, M is not bi-regular:

ZT’ ju .]’U /LS
0 i@ e B B
Jo—ip \oor B e 8

Thus, all the cases possible contradict to the matrix M bi-regularity. m

The following Theorem provides the necessary and sufficient conditions for the circulant
matrix bi-regularity:.

Theorem 1. Let M be an m x m circulant matrix over a subset % of some
multiplicative group, denoted by its zeroth row (ag, ..., amy,_1). Suppose that an element «
is in the positions with the indices iy, ..., %, -1, to > 1, and an element [ is in the positions
with the indices jo, ..., Ji;-1, {5 > 1. Let

Da = {(i_i/)modm 17 E {Z.[)’"'?Z'tafl} 92/72%2/}
Dﬁ: {(j_j/)modm j € {jo,...,jtﬁfl} Bj/,j #]l}

be the sets of differences between two distinct indices of the positions occupied by « and 8
respectively. Then the matrix M is bi-regular if and only if for each such o and g:

1) the set D, comprises t, (t, — 1) elements, while D comprises ¢3 (tg — 1) elements;
2) the sets D, and Dy are disjoint.

Proof. The necessity immediately follows from Lemmas 1 and 2.
To prove sufficiency, suppose the matrix M is not bi-regular. The following three cases
are possible.

I. Consider a design where 7, and i, i, < 75, are the indices of the positions occupied by

the element « in the zeroth row and in the row (i, — i) g, While @, 7 4,

i i
0 ) a .. a
(u—ir) g N @ v @

Then in the zeroth row there is an element « in the positions 1,,14,4, and
(g + 95 — i) od m- NoOte that

((ZU + iS - Z"’) modm ZU) modm is - ir’

and hence the set D, consists of less than ¢, (t, — 1) elements.
Similarly, one may verify that if the matrix M is not bi-regular against the element
then the set Dg consists of less than t5 (t3 — 1) elements.

II. Consider a design where i, and i, 7, < i,, are the indices of the positions occupied

by the element « in the zeroth row and by the element § in the row (j, — i) L oqm>
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while j, # i,:
0 “ e a ) a

(ju_ir)modm ﬂ e

Then in the zeroth row there is the element 3 in the positions j, and (ju + %s — r) Lod m-
Note that
((]u + Z.s - 21") modm ]u) modm — is - ira
and hence the sets D, and Dg have a common element @5 — i,.
III. Consider a design where in the zeroth row and in the row (is —4,) 4, it the columns 4,
and 7j,, 1, < Ju, there are the element o and the element [ respectively, while iy # i,

Uy Ju
0 v e B
(iS_iT)modm e e 6

Then in the zeroth row there is the element « in the positions i, and 7, and the element 3
in the positions 7, and ((Zs — i) Loqm + Ju) Note that

mod m*

(((ZS - 7’7") mod m +Ju) mod m J“) modm <Z5 - ZT) mod m ’

and hence the sets D, and Ds have a common element (is — %) o4,

The Theorem 1 is proved. m

Corollary 2. Note the following particular case. An m X m circulant matrix with
to > 1 occurrences of an element v and m — t, unique entries per row is bi-regular if and
only if the set D, comprises t, (t, — 1) elements.

The next Lemma states that reducing the number of some element occurrences may
result in a non-linear increase in the number of another element occurrences.

Lemma 3. Let M be a bi-regular circulant matrix over a subset £ of some
multiplicative group denoted by its zeroth row (ag, . .., @, _1). Suppose that there are ¢, > 1
and t3 > 1 positions occupied by an element o and an element /3 respectively. Then the
decrease in the number ¢, of element « occurrences by k € {1,... ¢, — 1} allows increase
in the number ¢g of element 3 occurrences by at most A,

1/2
Ay, = E+Gﬂa(ta—n—(ta—k)(ta—k—1)+tﬁ(tﬂ—1)) J .

t
Proof. Given t, > 1, there exist (2&) ways to select a pair of distinct indices of the
positions occupied by the element a. A decrease in the number ¢, by k € {1,...,t, — 1}

ta — k
releases (; - 5 ) differences between two distinct indices that might be distributed

to elements other than a. We now estimate A;, by which the number ¢g of element (3
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occurrences might be increased while preserving the matrix M bi-regularity property.
To achieve this objective, the following equation should be solved in integers for Ay,:

(-6

1/2
Ay, = E+G+ta(ta—1)—(ta—k)(ta—k—nuﬁ(tﬁ—n) J —t5.

The Lemma 3 is proved. m

Example 1. For ¢t =4 and m = ¢(t — 1) + 1 = 13 consider a vector

<a7 Oé?/B)Vv a? 6’ a? 67 C? 77’ 87 L? I{/)

over a subset £ of some multiplicative group. Note that distinct characters denote different
group elements, and there are 10 distinct entries. One may verify that according to
Theorem 1, this vector represents a bi-regular circulant matrix. If one element « is replaced
by /3, then there is a space for one more occurrence of 3 due to the fact that A;, = 2. As an
instance, we can take a vector

(a7a7/6777a757€7/67<7/6777767L)‘

It can be verified that the new vector also represents a bi-regular circulant matrix.

3. Bi-regular circulant matrix layouts

Theorem 1 provides an efficient method of validation whether a circulant matrix is a
bi-regular one. This method may be reduced to Algorithm 1.

Algorithm 1. Matrix bi-regularity validation algorithm

Require: circulant matrix M = M ,,,x .
Ensure: matrix M bi-regularity validation result.
D :.=g.
Reconstruct the set £ of the elements of M.
For all e € 7"
Find the indices 7, ...,%, 1 of the positions occupied by an element e in one row,
and count the number t,..

7. If t, > 1, then construct the set D,:

D.={(— i/) modm : 4,8 € {igy ... 0y, 1}, 0 £},
8: If |D,.| < te(te — 1), then return «M is not bi-regular»,
9: else if DN D, # &, then return «M is not bi-regulars,
10: else D:=DUD..

11: Return «M is bi-regular».

The computational complexity of the algorithm 1 depends on the number || of
different matrix elements and the number ¢, of every distinct element e occurrences.
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In essence, to positively validate the circulant matrix bi-regularity, algorithm 1 observes
all the ordered pairs (i,4") for each element e, and the overall number of those pairs equals

t
2% (5)-S@-u
ee X ee X

Note that, in contrast, negative validation result is obtained immediately after processing
the first inappropriate matrix element. Thus, obtaining the negative validation result does
not require observation of every ordered pair (i,7’) for each element e, in general case.

Example 2. Consider a circulant m x m matrix with ¢, occurrences of some element «
per row, where t,(t, — 1) = m — 1. Other elements in each row occur only once. Then to
positively validate such a matrix’s bi-regularity, algorithm 1 must observe m — 1 ordered
pairs of the distinct indices of the positions occupied by «.

As far as a general algorithm of the matrix bi-regularity validation is concerned, it takes
to process all

m 2_m4—2m?’—i-m2
2/ 4

2 x 2 submatrices to ensure that a circulant matrix is bi-regular.

Now, an efficient method of the bi-regularity validation makes feasible the exhaustive
search of arrays of variables that define bi-regular matrix layouts. Further, those layouts
may be initialized by non-zero finite field elements. Following Table 1 gives a list of all
non-equivalent arrays of the length m = t,(t, — 1) + 1 with ¢, € {2,3,4,5,6} entries of
some variable a which define bi-regular circulant matrix layouts. Here, two arrays are said
to be non-equivalent if one is not a cyclic shifted representation of the other. These arrays

are denoted by vectors (i, ..., ;1) of indices of the variable a entries with iy = 0.
Table 1

t, | m | Arrays of variables

2 [ 3 (0,1
0,1,3)

1T 02,3
(0,1,3,9)
(0,1,4,6)

B 05
(0,1,8,10)
(0,1,4,14,16)

o1 2L (0,1,6,8,18)
(0,1,3,8,12,18)
(0,1,3,10, 14, 26)
(0,1,4,6,13,21)
(0,1,4,10,12,17)
(0,1,6,18,22,29)

6131 (0,1,8,11,13,17)
(0,1,11,19, 26, 28)
(0,1, 14, 20, 24, 29)
(0,1,15,19, 21, 24)
(0,1,15, 20, 22, 28)

Remark 4. There are no arrays for t, = 7 and m = 43 that denote bi-regular matrices.

Remark 5. Since for each array from Table 1 there are t, occurrences of variable a
and m = t, (t, — 1) + 1, all the variables different from a must occur only once conforming
to Lemmas 1 and 2.
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For software or hardware implementation arrays of the length m € {8,16,32} are
preferable. Table 2 comprises a list of all non-equivalent arrays of the length m € {8,16}
with the maximal number ¢, of the entries of some variable a for which the bi-regularity
preserves. As in Table 1, these arrays are denoted by vectors (i, ..., 4, 1) of indices of the
variable a entries with 7o = 0.

Table 2

t, | m | Arrays of variables

~

~—

[N (SN SN

O CU = = Oy OO e W

_ O
~

W N = =W — =T o —

I I e A I = = R S R i =]
N N = = = e e e e
N—

—_

Remark 6. There are no arrays for {, = 6 and m = 32 producing bi-regular matrices.

4. Conclusion

The conducted survey of the circulant matrices comprises the following results.
The upper bound of the number of some element occurrences for which the bi-regularity of
a circulant matrix preserves was derived. Furthermore, necessary and sufficient conditions
for the circulant matrix bi-regularity were proved, which made it possible to develop the
efficient procedure of bi-regularity verification. We then managed to construct several bi-
regular circulant matrix layouts of order up to 31 with the maximal number of some element
occurrences. Besides, it was revealed that there are no layouts of order 32 with more than 5
occurrences of any element which yield a bi-regular matrix (and hence an MDS matrix).
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