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In this work, we obtain a vehicle semantic understanding using their image fea-

tures and a rule-based system. These features provide the vehicle spatial and tem-
poral information. Vehicle spatial feature is obtained using an ACF network. The 
vehicle temporal information is obtained using a novel semantic segmentation 
framework. The statuses of the neighboring vehicles are categorized as «Car-
follow» and «Car-avoid» also. We validate our proposed frame-work with multiple 
acquired sequences. Our experimental results show that the proposed framework 
can estimate the status of the different vehicles in the urban road environment in 
near real-time. 

Keywords: autonomous vehicle, aggregate channel feature (ACF), deep learn-
ing, object detection, classification, semantic segmentation. 

 
Introduction 
Automated driving research has gained prominence in the industry as 

well as in academia in recent years. In self-driving, awareness of the envi-
ronment, assessment of the situation, and decision-making play an impor-
tant role. Intelligent processing of information from vehicle sensors leads to 
environmental awareness. After being aware of the environment, the seman-
tic understanding of the vehicle is used to make effective decisions [1]. In a 
complex driving scene such as an urban area, semantic understanding of 
neighboring vehicles plays an important role in achieving fully automatic 
driving. As an autonomous vehicle must not only detect and classify sur-
rounding vehicles, it must also assess their condition. In this paper, a vision-
based semantic comprehension framework for automated driving in multi-
lane urban roads using deep learning and rules based system is proposed. 
Within this framework, we first assess the spatial and temporal information 
of all vehicles in a video clip using deep learning-based environment 
awareness. To estimate the spatial information of the vehicles, accurate 
ACF was used to discover, locate and classify all vehicles in a given image 
according to their spatial location with respect to the autonomous vehicle. 
The temporal information or binary movement status of all vehicles on the 
road is estimated from a series of images using a new multi-frame semantic 
segmentation framework, where the movement status of all vehicles is esti-
mated across multiple tires without the need for tracking. Then the esti-
mated vehicle spatial and kinematic information is used for the semantic 
understanding of nearby vehicles in a multi-lane urban road.   

The main task of this work is the ability to detect cars, pedestrians and 
cyclists, in a single-camera image captured from a front-end camera of the 
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traffic scene from the front. The detection was to be achieved by predicting 
the bounding box around the target object in addition to estimating the 
range also of the object. The following sections explain the dataset and the 
structure of the model Implementation details related to the disclosure mis-
sion. To perform all the afore mentioned tasks in real-time, it requires high 
performing hardware. In this paper image segmentation is employed to 
track without any errors using MATLAB automated tool box.  

Aggregate channel features (ACF) 
ACF is an object detection method in computer version. A group of 

channels would be export from an input image. Channels are defined by a 
block of pixels values. Features are obtained by pixels in a channel accord-
ing to an interested rectangular region. Boost trees help to decide to distin-
guish objects.  ACF has proven to be one of the fastest existing detectors 
with source code available online [1]. ACF is the descendant of the ICF 
detector [2] with the main difference that instead of using Haar like fea-
tures, it divides channels into blocks, where the pixels in each block are 
summed/aggregated. Every value in these aggregated channels represents a 
feature, more explicitly, features are single pixel lookups. Furthermore, 
ACF uses 10 channels: normalized gradient magnitude (1 channel), histo-
gram of oriented gradients (6 channels), and LUV color (3 channels). With 
a detection window size of and the aggregation, ACF creates proposals of 
the size (1280 features). For the detection, 2048 trees with depth 2 are ap-
plied to every detection window in a constant soft cascade manner. In order 
to make our results easily reproducible, we use the pre-trained model.  

Implementation details 
The motivation for the approach to detection originated from the imple-

mentations in [3]. Since the feature extractor down-sampled the image by a 
factor of 32, an up sampling operation through tiling was introduced such 
that the effective stride of the end to end classifier is 4. This means that the 
classifier was capable of producing predictions of resolution 4 × 4 on the 
input image. The pre-trained ResNet model was trained on the ImageNet 
data set. Hence, the images to be used for training or testing from the KITTI 
data set, had to be normalized using the same normalization parameters of 
the pre-trained network. For ResNet-34, the mean to be subtracted from the 
input RGB channels is {0.485, 0.456, 0.406} and the standard deviation to 
be adjusted for {0.229, 0.224, 0.225}. 



166 

Training 
The approach to training consisted of constructing masks corresponding 

to the resolution of dense predictions that the network was designed to 
make, and train in an end-to-end manner. Crops of size 224 × 224 were ex-
tracted from the large KITTI images and masks of size 56 × 56 were created 
corresponding to effective stride of the network. The masks for training 
were constructed by considering the object bounding box labels, and shrink-
ing them to 20% of their original height and width. Some examples of the 
crops and corresponding masks are presented in Figure 1. 

 

 
Fig. 1. Typical driving scene 

 
When there was an object occluded by another object, then the mask la-

bel was constructed to contain the object class of the object closer to the ego 
vehicle. The crops were constructed such that 70% of them belonged to 
centered objects and 30% were random patches extracted from the image, 
which could in turn contain objects or be pure background. The classes of 
the object-centered crops were drawn such that the ratios of «Car», «Pede-
strian» and «Cyclist» were roughly equal. Furthermore, the object-centered 
crops were created to have slight offsets from the center of the crop by add-
ing or subtracting a random number of pixels drawn uniformly in the range 
-20 to 20 pixels, to the coordinates of the crop to be extracted. This is a data 
augmentation technique adopted to improve the robustness of the network. 
The KITTI data provides the occlusion status of objects, and the object-
centered crops were always ensured to be non-occluded. Another aspect of 
the KITTI data is that it contains a «Grey-zone» class which consists of far-
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away objects, and such regions in the test set are ignored while evaluating. 
Hence, by assigning those regions in the training set with a «Grey-zone» 
class, hard negative training on those ambiguous regions was avoided. 

Result 
Figure 2 presents a sample of images from the test set with the classifi-

cation score of the «Car» class projected on top and the resulting bounding 
boxes after suppression and merging using non-maximum suppression. The 
figure shows the network is successfully able to detect objects of varying 
scale, lighting conditions and orientation. The network also manages to 
detect partially occluded objects, resulting in overlapping bounding boxes. 

 

 
Fig. 2. Illustrate of how bounding box coordinates in the bounding box mask 

 
Conclusion 
The algorithm applied to these four tests does not show a great result. It 

has two main limitations. The one of important limitation is the windy and 
snow shower weather in testing day. Image qualities are not satisfied as the 
previous test. The detector is only able to detect objects which close to the 
testing vehicle. Increasing threshold distance and sensitivity is unable to 
increase detection abilities. In addition, some frame was missing detection 
due to low image qualities. Therefore, mass manual work needed by ground 
truth labeler app. 
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